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EXECUTIVE SUMMARY 

To understand the quality of the existing observing system in the Arctic to capture important 
elements of change over the Arctic we performed a gap analysis with respect to the Arctic 
Ocean, the Arctic atmosphere and the high-latitude carbon-monitoring network. The main 
points of the findings are: 
1) The ocean observing system: The satellite altimeter system is a critical system to monitor 
the high-frequency variability. Due to the presence of sea ice in winter time, most of the area 
can be observed only every 5-10 days, leading to large observing gaps. Closing the gap can be 
done with new arrays of bottom pressure sensors such as tide gauges or moorings in the 
ocean bottom. In addition, high-frequency transport measurements are required in the Fram, 
Davis Straights, the Barents Sea Opening, and north of the Laptev Sea. On the seasonal cycle, 
bottom pressure observations from GRACE are required to monitor the mass related variabil-
ity and sea-ice observations are crucial for monitoring the halosteric related variability. On 
decadal time scales, it is important to have a sufficient hydrographic observing component 
capable of capturing temperature and salinity changes over the entire Arctic Ocean from the 
surface to the bottom. New algorithms that can recover sea level from sea ice covered areas 
may help to improve current satellite altimeter systems, and to improve the ability to monitor 
the Beaufort Gyre. 
2) The atmosphere observing system: The density of the existing radiosonde observation 
network is not the most critical factor for the quality of T850 forecast. Instead, the results 
pointed out that stations on small islands in the middle of the Atlantic Ocean are critical for 
the quality of analysis. The Central Arctic Ocean and the Northern North-Atlantic would prob-
ably benefit most from new sounding stations. Efforts to improve the quality of radiosonde 
observations, especially in Russia, would be very beneficial for the quality of T850 forecasts in 
the Arctic and sub-Arctic. Current data assimilation systems are probably not adequate to op-
timally exploit the information from the existing observational network. 
3) GHG fluxes observing system: The existing network of pan-Arctic atmospheric monitoring 
sites provides continuous, well-calibrated observations on atmospheric greenhouse gas mixing 
ratios, generating basic information to quantify surface-atmosphere greenhouse gas exchange 
processes for most regions in Canada, Europe, and Western Russia; also the Arctic Ocean re-
ceives good overall data coverage. Regions showing limited data coverage include the Russian 
Far East, Western Alaska, and the Eastern Canadian Provinces. Areas where footprint coverage 
gaps exist seasonally include parts of Western Russia and Central Siberia. Investments in ob-
servational infrastructure in any of these areas would be beneficial to increase the overall 
coverage of the pan-Arctic atmospheric network for greenhouse gases. 
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1. Introduction 

1.1. The Arctic Ocean circulation and observing system (UHAM) 
The Arctic Ocean plays a vital role in the climate system due to the high albedo of the sea 

ice and massive storage of freshwater. Due to global warming, the Arctic is experiencing a 
rapid loss of sea ice and an increase in freshwater content which may have far-reaching con-
sequences (Notz & Stroeve, 2016).  

In the vertical, the Arctic ocean can be separated into three primary layers (Aagaard et 
al., 1985) with different circulation patterns and driving mechanisms. The upper layer, which 
includes the pycnocline, stores more than 70000 km3 freshwater (Giles et al., 2012) and has 
been the subject of many studies. Based on model simulations, Proshutinsky and Johnson 
(1997) suggest two possible wind-driven circulation regimes in the central Arctic Ocean: the 
anticyclonic winter ocean circulation and the cyclonic summer ocean circulation. The two 
circulation regimes also show decadal variability. The wind forcing controls the accumulation 
and release of the freshwater through Ekman pumping. Freshwater from the Pacific Ocean, 
river run-off, ice melting, and precipitation is stored in the surface layer under anticyclonic 
wind forcing (Proshutinsky et al., 2002), increasing the sea surface height in the Canadian 
Basin. When the wind is weaker or cyclonic, the sea level gradient between the Beaufort 
Gyre and the Atlantic Ocean drives the freshwater into deep water formation region in the 
Atlantic Ocean through Fram Strait and passages of Canadian Arctic Archipelago (CAA), 
which may slow global thermocline circulation. (Häkkinen & Proshutinsky, 2004). Köhl and 
Serra (2014) propose that it is the sea level gradient of the Arctic periphery to the Atlantic 
Ocean, caused by weaker anticyclonic wind or cyclonic wind, that leads to transport of fresh 
water to the Atlantic Ocean. Observations in the Arctic Ocean are mostly limited to the 
summer season. Based on thirteen years of observations, the liquid freshwater content in 
summer increased 5410 km3 from 2003 to 2010, decreased a bit in 2011-2014, but in 2015 
reached its absolute maximum of 22,600 km3, i.e., 5600 km3 over the climatology1. Besides 
the wind-forced Ekman pumping mechanism, other factors, such as ice melting (McPhee et 
al., 1998) and river run-off (Macdonald et al., 1999), also contribute to the accumulation of 
freshwater in the Canadian basin, especially in the Beaufort Gyre. Based on observations, 
Giles et al. (2012) propose that declining and deformation of the sea ice increases momen-
tum transfer to the ocean and accelerates the Beaufort Gyre, accumulating more freshwa-
ter. Morison et al. (2012) argue that redistribution of river-run from the Eurasian basin con-
tributes to the increased freshwater content in the Canadian Basin. 

The middle layer of the Arctic Ocean is occupied mainly by Atlantic Water with a tem-
perature larger than 0 °C. The warm and salty Atlantic Water enters into the Arctic by two 
inflows through the Fram Strait and the Barents Sea Opening. The Fram Strait branch sinks 
beneath the fresher and colder surface water, isolated from the surface layer by the halo-
cline, and flows following the bathymetry of the Eurasian Basin. The Barents Sea branch un-
dergoes considerable modification due to heat loss to the atmosphere and exits the Barents 
Sea through the St. Anna Trough (Schauer et al., 2002). These two branches of Atlantic Wa-
ter merge north of the Kara Sea and sink to depth ~500m. The merged Atlantic Water flows 
along the Eurasian Basin in a cyclonic sense trapped by the topography and splits near the 
Lomonosov Ridge. One branch follows the Lomonosov Ridge, flows northward and exits the 
Arctic to the Nordic Seas through Fram Strait. The other part enters the Canadian Basin. Fol-

                                                 
1 http://www.whoi.edu/page.do?pid=153276 
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lowing the topography, the Atlantic Water generates two cyclonic circulations: one in the 
Makarov Basin, and one in the Beaufort Gyre. Substantial variability was observed over the 
past decades. Shifts in the atmospheric circulation pattern have resulted in increased 
transport of Atlantic Water into the Arctic via Fram Strait (Quadfasel et al., 1991). Mooring 
observations in the Nansen Basin also show spreading of the Atlantic Water along the Eura-
sian Basin (Dmitrenko et al., 2008). Due to limited observations, causes and consequence of 
the Arctic Atlantic water variability are not very well understood. 

In the third layer, the cold low-salinity deep-water in the Greenland Sea enters into the 
Arctic Ocean west of Spitsbergen and the relative warm saline water exits the Arctic Ocean 
along Greenland slope. The circulation is limited to the Eurasian Basin by the Lomonosov 
Ridge.  

The Arctic ocean observing system, including fixed moorings, tide gauges, satellite al-
timetry, temperature/salinity profiles observed by shipboard equipment, are very sparse in 
space and time. Several mooring systems are deployed in the straits connecting the Arctic 
Ocean with the Pacific Ocean, and the Atlantic Ocean. Satellite altimetry observations, which 
provide better spatial coverage, are limited by sea ice. The tide gauges are distributed along 
the coasts and provide the longest lasting sea-level observations. Since the existing observ-
ing systems are deployed in different geographic locations with different observing frequen-
cy and variables, they may observe the Arctic variability over different timescale and may 
also reflect variability propagated from upstream. Therefore, it is critical to evaluate the po-
tential effects of existing observing system on monitoring the Arctic ocean variability. 

In this study, we will evaluate the potential effects of satellite altimetry and mooring ob-
serving systems on monitoring the Arctic changes using a suite of forward model simulations 
and adjoint model simulations. First, we compare the model simulations with tide gauges 
and bottom pressure records to identify the dynamic processes that the model can simulate. 
Second, based on model simulations we identify regions with high and low sea level variabil-
ity as a function of timescale, which points out key regions and observing frequency re-
quired. Contributions of halo/thermosteric effects (salinity/temperature changes) and mass 
effects on sea level variability are analyzed, which gives alternative observing options if sea 
surface height cannot be observed. Then, five adjoint model simulation are performed: 1) 
Two adjoint model runs are performed to demonstrate the importance of observing 
upstream variability for monitoring the high-frequency sea-level variability in margional 
seas. 2) In a third adjoint model run, we analyzed the potential effect of sea surface height 
from satellite altimeter on monitoring the Beaufort Gyre decadal variability. 3) Based on the 
last two adjoint model run, we analyzed the potential effect of observed freshwater/heat 
transport by the mooring system on monitoring the Arctic circulation. 

1.2. The Arctic atmosphere observing system (FMI) 
The radiosounding network is a critical component of the atmosphere observing system 

in the Arctic, consisting of 76 sounding stations located north of 60°N. The Arctic network is 
relatively denser in Northern Europe and in Western Russia, less dense in Eastern Russia and 
North America whereas no radiosonde observations are regularly made over the Arctic 
Ocean. Radio soundings, as well as many measurements from surface-stations and satellites, 
are assimilated into numerical weather prediction models, and are important for improving 
weather forecasts. Furthermore, radiosonde observations are used as a reference data for 
bias-correction of satellite soundings and aircraft data and also for forecast verification 
(Ingleby et al., 2016). It has been suggested that the relatively low skill of weather forecasts 
in the Arctic is, at least partly, due to the relatively sparse observational coverage (Jung et 
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al., 2016). According to observing system experiments (OSEs), additional Arctic observations 
(from new locations or with increased frequency) by radiosondes can substantially improve 
the forecasts, and contribute to a more accurate reproduction of the atmospheric circula-
tion, both in the Arctic and on mid-latitudes (Inoue et al., 2015; Sato et al., 2017). Impact of 
additional observations has, however, been found to be flow-dependent (Inoue et al., 2015). 
On the other hand, the available observations have been found to usually be adequate for 
representing synoptic systems in the weather prediction models (Jung et al., 2016).  

Recognizing that atmospheric observations in the Arctic, especially in the Central Arctic, 
are expensive and logistically challenging, and that new observations are not easily obtaina-
ble, it is important to evaluate the existing spatial coverage and critical gaps of the radio-
sonde network from the point of view of numerical weather prediction (NWP) in the Arctic. 
This can be done either by so-called data denial experiments using NWP models with differ-
ent data sets assimilated in different experiments or by analyzing the existing model prod-
ucts and observations. Here we have applied the second approach. Our analyses are based 
on the operational weather forecasting model of European Centre of Medium Range 
Weather Forecast (ECMWF) and radiosonde observations from the 76 Arctic stations. By 
comparing the operational analyses, 12 h forecasts valid at the analysis time, and radiosonde 
observations, we aim to identify the geographical areas where additional radiosonde obser-
vations could potentially improve analyses and forecasts. In addition, we address spatial dif-
ferences in the impacts of soundings in analyses and in short forecasts and identify the most 
important sounding stations in the Arctic. We also analyze the effects of synoptic-scale circu-
lation patterns to differences between forecasts and soundings. Based on these results, we 
make suggestions for the future development of the Arctic radiosonde observing network.  

1.3. The Arctic carbon observing system (MPG) 
Atmospheric monitoring of carbon species mixing ratios can integrate signals from car-

bon cycle processes covering very large source areas (Desai et al., 2015), thus are ideally 
suited to support large-scale and long-term monitoring programs to constrain net budgets of 
carbon exchange between surface and atmosphere. This approach to data-based quantifica-
tion of greenhouse gases is of particular interest in regions such as the Arctic, where a com-
bination of lacking infrastructure and harsh climate severely limits the application of direct 
flux measurements such as, e.g. eddy-covariance towers, or flux chambers (Goodrich et al., 
2016; Kittler et al., 2017). However, since high quality standards are required to facilitate 
flux constraints based on atmospheric mixing-ratio monitoring (Miller et al., 2014), the num-
ber of these observations is limited in many areas (Thompson et al., 2017). 

The most comprehensive tool to constrain surface-atmosphere exchange processes 
based on time series of atmospheric trace gas mixing ratios is called atmospheric inverse 
modeling (e.g. Gurney et al., 2002). Atmospheric inverse modeling approaches link the tem-
poral variability of mixing ratio signals captured at the tower locations to distributed, time-
varying flux fields at the surface through atmospheric transport modeling. Combined with 
additional data sources that e.g. specify how flux fields can be structured in both space and 
time, final posterior flux rates can be constrained through optimization approaches such as 
Bayesian optimization (Rödenbeck et al., 2009; 2018), or Kalman Filters (Peters et al., 2007). 
Further extensions of the method include elements of geo-statistical modeling (e.g. Göckede 
et al., 2010; Michalak et al., 2004), which replace rigid priors with information on how flux 
fields are correlated across time and space, allowing an unbiased flux estimate and analysis 
of links between environmental controls and carbon fluxes (e.g. Miller et al., 2014; Yadav et 
al., 2010). This approach allows merging the information contained in atmospheric observa-
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tion programs with arbitrary ancillary information sources, such as satellite remote sensing 
fields, or bottom-up constraints on flux emissions (e.g. icebreaker datasets from shelf areas).  

Depending on scope and target domain of a study, atmospheric transport modeling is 
used to simulate trajectories of air masses over 15 days or more backwards in time, there-
fore the fields of view (a.k.a. footprints) of atmospheric mixing ratio observations can cover 
distances of several thousands of kilometers. The relative influence of each surface patch 
declines with traveling time, therefore the observed signals are heavily influenced by the so-
called ‘near field’ that surrounds the towers, while the ‘far field’ contributes much less to the 
collected information. Still, even remote regions may contribute sufficient information, par-
ticularly if they are frequently part of the ‘far field’ footprints of several tower sites. Since 
size and position of the tower footprints vary with the wind regime, the areas that are well 
sampled by a network of towers change with the seasons.  

To understand the quality of the existing observing system in the Arctic to capture im-
portant elements of change over the Arctic we performed a gap analysis with respect to the 
Arctic Ocean, the Arctic atmosphere and the high-latitude carbon-monitoring network. This 
report summarizes the findings.  

2. Experiment designs and observations  

2.1. Ocean experiments and observations (UHAM) 

2.1.1 ATL model simulations 
This study relies on four Atlantic and Arctic model simulations with varying resolution. 

Both daily output and monthly output are used in the analysis. The main characteristics of 
the model simulations are listed in Table 1.  

We use results from four integrations of the MIT general circulation model (Marshall et 
al., 1997) covering the entire Arctic Ocean north of the Bering Strait and Atlantic Ocean 
north of 33°S with different resolutions. In all cases, the model uses a curvilinear grid with 
two poles located over North American and Europe; these model simulations are called 
ATL03, ATL06, ATL12, and ATL24 with a horizontal resolution of about 32, 16, 8 and 4 km, 
respectively. All the simulations use z-coordinates; ATL03, ATL06, and ATL12 have 50 vertical 
levels with a resolution ranging from 10 m in the surface to 456 m in the deep ocean, while 
ATL24 has 100 vertical levels with resolutions varying from 5 m in the upper ocean to 185 m 
towards the bottom. Bottom topography is derived from the ETOPO 2-min database. ATL03, 
ATL06, and ATL12 are initialized with annual mean temperature and salinity from the World 
Ocean Atlas 2005 (Boyer et al., 2005), while ATL24 starts from initial conditions from the 
year 2002 of ATL12. 

At the ocean surface, the model simulations are forced by momentum, heat and fresh-
water fluxes computed using bulk formulae and either the 1948-2016 6-hourly atmospheric 
RA1 (Kalnay et al., 1996) reanalysis (ATL03, ATL06, and ATL12) or the 2002-2012 6-hourly 
ECMWF ERA-Interim (Dee et al., 2011) reanalysis (ATL24). Virtual salt flux is used in all simu-
lations. At the open boundaries, the model simulations are forced by the monthly output 
from a GECCO2 (Köhl, 2015) global model configuration. The river run-off is applied at river 
mouths with a seasonal climatology. A dynamic-thermodynamic sea ice model (Zhang & 
Rothrock, 2000) is employed to model the sea ice parameters. Evaluation of the ATL06 simu-
lation regarding overflows through the Denmark Strait can be found in Serra et al. (2010). 
Comparison of the model simulations with freshwater content observations in the Arctic 
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Ocean can be found in Köhl and Serra (2014) and salinity variability in the Atlantic Ocean in 
Sena Martins et al. (2015). Sea-level variability in the Arctic Ocean (Koldunov et al., 2014) 
and sea-level spectral content in the Atlantic Ocean (Biri et al. 2016) have also been studied 
with these simulations. 

 
Table 1. Summary of model forward runs used in the present study. 

Model Run Horizontal 
Resolution 

Vertical Grid Daily Data Monthly Data 

ATL03 1/3, ~32 km z-coordinate, 50 
levels 

 1948-2009 
 

ATL06 1/6, ~16 km z-coordinate, 50 
levels 

04.01.1990-
08.12.2002 

1948-2009 
 

ATL12 1/12, ~8 km z-coordinate, 50 
levels 

05.01.2003-
01.12.2010 

1948-2016 
 

ATL24 1/24, ~4 km z-coordinate, 
100 levels 

01.01.2003-
23.08.2012 

2003-2011 
 

2.1.2 The ocean observing systems  
In this study, both hourly and monthly tide gauge records are used (see Figure 1 for loca-

tions). The monthly tide gauge records are derived from the Permanent Service for Mean 
Sea Level (PSMSL Woodworth & Player, 2003). Tide gauge stations located near the mouth 
of rivers are rejected since mass changes caused by the discharge of river runoff can lead to 
sea level variability of 1 m, which cannot be simulated by the model with a virtual salt flux 
parameterization. 69 stations are used for validation, and only valid values are used for 
computing root mean square errors (RMSE), correlations and standard deviations. The tide 
gauge data are compared against model simulations on the closest model grid point. Only 
the tide gauge with the most extended period and least gaps are retained if several tide sta-
tions are mapped onto the same model grid location. The invert barometer (IB) effect is 
removed from the tide gauge data before comparing against the model simulations. 

For comparing the high-frequency variability, six tide gauge records with hourly obser-
vation frequency are used, supplied by the University of Hawaii Sea Level Center (UHSLC). 
Three high-frequency bottom pressure records deployed in the Beaufort Gyre, Mooring A 
and Mooring B and from near the North Pole (Morison et al., 2007) are also used. Tidal sig-
nals in the high frequency observations are removed using the T_TIDE Matlab program 
(Pawlowicz et al. 2002). Since we intended to compare the high-frequency variability of the 
model simulation with those high-frequency observations, the de-tided data are then fil-
tered using a high-pass filter with a cut-off period of 10 months. 
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Figure 1. Map of the studied region presenting the locations of time series observations analyzed: from 
high-frequency tide gauges and moorings (red squares) and monthly tide gauges (blue square, red as-
terisks, green dots, and cyan dots). 

Since the altimeter observational system and mooring systems are the most persistent 
observing systems, we evaluate the potential effect of the two systems on model parame-
ters using adjoint sensitivity. The red dots and red pentagrams in Figure 2 mark the location 
of moorings that were deployed in the Arctic Ocean. The mooring system in Fram Strait (Fieg 
et al., 2010) has been deployed by AWI since 1997 and is still operational, but nowadays the 
system is shifted to the Greenland side (de Steur et al., 2009) for monitoring outflow from 
the Arctic. The Bering Strait system is operated by University of Washington (Woodgate et 
al., 2012) and has been monitoring the transport since 1998. The Davis Strait mooring sys-
tem was deployed to monitor transport through the Davis strait from 2004 to 2005 (Curry et 
al., 2011). A series of moorings is also deployed in the Barents Sea Opening to observe the 
exchange between the Atlantic Ocean and the Barents Sea (Skagseth et al., 2008). In the 
Arctic Ocean, we include six moorings: the two moorings in the Eurasian basin are used to 
observe Atlantic inflow between 2002-2005 (Dmitrenko et al., 2008), the four mooring in 
Beaufort Gyre are used to monitoring freshwater content changes since 2003 to now. All the 
moorings observe salinity, temperature, and velocity, from which we can estimate the 
freshwater transport and heat transport.  
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Figure 2. Map of the studied region presenting the locations of the mooring observing system deployed 
in the Barents Sea opening, the Fram Strait, the Bering Strait, and Davis Strait (red dots). The red penta-
grams show locations of single moorings (M1~M6). The black box and red boxes define regions that we 
compute mean sea-level in the adjoint simulations. 

Satellite altimeter system can continuously provide the sea level information over large 
areas of the Arctic Ocean. Figure 3 displays the observation frequency of each 1×1 box by a 
past altimeter system (ERS-2 satellite) for winter time (a) and summer time (b), and by a cur-
rent altimeter system (Sentinel-3B, CFOsat, and Swot) for winter time (c) and summer time 
(d). 

For the past altimeter system, only the Greenland, Iceland and Norwegian (GIN) seas 
and the Barents Sea were observed. The observation frequency is around 0.5-1 day-1(each 
point can be observed every 1-2 days) in the summer time and around 0.1 in the winter 
time. Current altimeter radar systems improve spatial coverage and can monitor nearly all 
marginal seas. However, the observation frequency does not improve. The central Arctic 
Ocean is not observed for both the systems because in the presence of sea ice, conventional 
data processing fails and specialized data processing is required to extract sea level infor-
mation. Armitage et al. (2016) applied an algorithm to derive monthly sea surface height up 
to latitudes of 81°N. To evaluate the effect of the altimeter observing system on model pa-
rameters, we performed three adjoint model integrations. The first two experiments used 
area-averaged sea level data in the Barents Sea and the East Siberian Sea (red boxes in Fig-
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ure 2). The model is integrated for 15 days, and the mean sea level is averaged over the 15th 
day. With these two experiments, we intent to identify high-frequency signals and causes. 
The third experiments used area-averaged sea levels in the Beaufort Gyre (black box in Fig-
ure 2 with water depth larger than 500 m). The model is integrated for four years, and the 
sea level is averaged for the last two years. We use the sensitivity to investigate the effect of 
sea level observation on salinity. 

 

 
Figure 3. Altimeter observation frequency (1/T, day-1) in the past (a,b) and current (c,d). The left column 
is for winter time (DJF), and the right column is for summer time (JJA). The observation frequency is 
mapped on 1×1 degree. 

 

2.1.3 Relation of sea level with mass and steric contribution 
The altimetry system provides persistent observations over the Arctic, especially in the 

marginal seas. Sea surface height is an integral indicator which reflects changing ocean con-
ditions due to ocean dynamics, atmosphere forcing and terrestrial process (Stammer et al., 
2013). Sea surface height changes can be used to monitor changes of other model state, 
such as circulation and freshwater content (Armitage et al., 2016). Vice Versa, the altimetry 
observing system may also be complemented by observing related parameters. Therefore, it 
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is crucial to understand causes of sea level variability, and its relation to mass component 
and steric component. 

Following Ponte (1999) and Calafat et al. (2013), sea surface height changes can be 
separated into contributions from density changes (steric effect), inverse barometer (IB) 
effect and mass effect:  

 
𝜂𝜂′ = − 1

𝜌𝜌0
∫ 𝜌𝜌′𝑑𝑑𝑑𝑑0
−𝐻𝐻 + 1

𝜌𝜌0𝑔𝑔
(𝑃𝑃𝑎𝑎′� − 𝑃𝑃𝑎𝑎′) + 1

𝜌𝜌0𝑔𝑔
(𝑃𝑃𝑏𝑏′ − 𝑃𝑃𝑎𝑎′� ) (1) 

 
where g is the gravitational acceleration and η′ represents sea surface height anomaly. The 
first term on the right-hand side represents steric effects, with ρ′ being the density anomaly 
(ρ0 is the reference density of 1025 kg/m3). The second term is the IB effect. 𝑃𝑃𝑎𝑎′�  and 𝑃𝑃𝑎𝑎′ repre-
sent spatial air pressure anomalies over the global oceans and local air pressure anomalies, 
respectively. The last term defines the mass effect, related to bottom pressure. 

The steric effect can be further decomposed into thermosteric (due to temperature 
anomalies) and halosteric (due to salinity anomalies) effects: 

 
𝜂𝜂𝑡𝑡𝑡𝑡′ = ∫ 𝛼𝛼𝑇𝑇′𝑑𝑑𝑑𝑑0

−𝐻𝐻  (2) 
 
𝜂𝜂ℎ𝑠𝑠′ = −∫ 𝛽𝛽𝑆𝑆′𝑑𝑑𝑑𝑑0

−𝐻𝐻  (3) 
 
where 𝛼𝛼 and 𝛽𝛽 represent the thermal expansion and saline contraction coefficients, respec-
tively, and 𝑇𝑇′ and 𝑆𝑆′ are potential temperature and salinity anomalies. 

2.1.4 The adjoint method 
Denote a numerical model operator by M. For simplicity, we assume that the model var-

iables Xn, at timestep n, only depends on initial conditions X0, and both have a size of L×1. 
Then, a target function J can be defined as:  

 
𝐽𝐽 = 𝐹𝐹(𝑋𝑋𝑛𝑛) = 𝐹𝐹(𝑀𝑀𝑛𝑛 ∙ 𝑀𝑀𝑛𝑛−1⋯𝑀𝑀0 ∙ 𝑋𝑋0)  (4) 
 

where F maps Xn onto a scalar value. 
Based on tangent linear approximation, changes of the target function by perturbing the 

initial condition can be written as 
 

𝜕𝜕𝜕𝜕
𝜕𝜕𝑋𝑋0

= 1 ∙ 𝜕𝜕𝜕𝜕
𝜕𝜕𝑋𝑋𝑛𝑛

∙ 𝜕𝜕𝑋𝑋𝑛𝑛
𝜕𝜕𝑋𝑋0

∙ 𝐼𝐼 = 𝜕𝜕𝜕𝜕
𝜕𝜕𝑋𝑋𝑛𝑛

∙ 𝑀𝑀𝑛𝑛
′ ∙ 𝑀𝑀𝑛𝑛−1

′ ⋯𝑀𝑀0
′ ∙ 𝐼𝐼  (5) 

 
where 𝑀𝑀′ represents the tangent linear model operator and I is the unit matrix, both with a 
size of L×L. The sizes of 𝜕𝜕𝜕𝜕

𝜕𝜕𝑋𝑋𝑛𝑛
 and equation (5) is 1×L. Practically, we don’t compute the matrix 

𝑀𝑀0→𝑡𝑡
′  explicitly. We use a tangent linear model, differentiated from the nonlinear model, to 

compute the error propagation. Therefore, we need to integrate the tangent linear model L 
times (each integration for one column of I) to evaluate the sensitivity in equation (5). 

By taking the transpose of equation (5), we get the adjoint sensitivity as 
 

 � 𝜕𝜕𝜕𝜕
𝜕𝜕𝑋𝑋0

�
𝑇𝑇

= 𝑀𝑀0
′𝑇𝑇 ⋯𝑀𝑀𝑛𝑛−1

′𝑇𝑇 ∙ 𝑀𝑀𝑛𝑛
′𝑇𝑇 ∙ � 𝜕𝜕𝜕𝜕

𝜕𝜕𝑋𝑋𝑛𝑛
�
𝑇𝑇
∙ 1  (6) 
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where superscript T means transpose and 𝑀𝑀′𝑇𝑇 is the adjoint model operator. Based on Equa-
tion (6), the sensitivity of target function J with respect to initial condition X0 is computed by 
integrating the adjoint model backward (from n to 0) once. The sensitivity can be explained 
as: by perturbing the initial condition X0 with sensitivity from equation (6) and integrating 
the model from 0 to n, we will increase the target function by 1. 

The adjoint sensitivity determines parameter perturbations (e.g., regions of forcing per-
turbations or initial conditions perturbations) that most efficiently change the given target. 
Therefore, we can use the sensitivity to explore the potential effect of existing ocean observ-
ing system on model variables in upstream regions.  

With MIT general circulation model and its adjoint, we performed a suite of adjoint 
model simulations to investigate the potential effects of existing observing system on moni-
toring the sea-level variability and on the circulation. Based on the moorings system in Fig-
ure 2 , we performed two adjoint model runs to evaluate the effect of freshwater transport 
and heat transport on the model state. The freshwater transport Jf and heat transport Jh are 
as follows: 

 
𝐽𝐽𝑓𝑓 = 1

𝑇𝑇 ∫ 〈∬�−𝑣𝑣 𝑆𝑆−𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟
𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟

𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑�
𝑓𝑓𝑓𝑓,𝑏𝑏𝑏𝑏𝑏𝑏,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,𝑏𝑏𝑏𝑏

+ �−𝑣𝑣 𝑆𝑆−𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟
𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟

𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑 − 𝑢𝑢 𝑆𝑆−𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟
𝑆𝑆𝑟𝑟𝑟𝑟𝑟𝑟

𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑�
𝑀𝑀1~𝑀𝑀6

〉𝑑𝑑𝑑𝑑 (7) 

 
𝐽𝐽ℎ = 1

𝑇𝑇 ∫〈∬[𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑑𝑑𝑑𝑑]𝑓𝑓𝑓𝑓,𝑏𝑏𝑏𝑏𝑏𝑏,𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,𝑏𝑏𝑏𝑏 + [𝑣𝑣𝑣𝑣𝑣𝑣𝑣𝑣 𝑑𝑑𝑑𝑑 + 𝑢𝑢𝑢𝑢𝑢𝑢𝑢𝑢 𝑑𝑑𝑑𝑑]𝑀𝑀1~𝑀𝑀6〉𝑑𝑑𝑑𝑑 (8) 
 
where Sref equals 34.8. For the mooring systems in Fram Strait, Barents Sea opening, the 
Davis Strait and Bering Strait, the transport is defined as the transport through the straits. 
Moreover, the transport monitored by the single moorings (M1~M6) is the sum of U and V 
transport components. In each experiment, the adjoint model is integrated for four years, 
and the target function is computed as the four years mean transport. 

As for sea-level, we also performed a suite of adjoint simulation to identify causes of the 
sea level variability and demonstrate potential upstream regions for the Beaufort Gyre.  The 
target function is defined as region-averaged sea level:  

 

𝐽𝐽 =
1
𝑇𝑇∭𝑆𝑆𝑆𝑆𝑆𝑆 𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑

∬𝑑𝑑𝑑𝑑 𝑑𝑑𝑑𝑑
 (9) 

 
where T is the average period, and J is the mean region-averaged sea level over defined 
time. The target function is defined as region-averaged sea level in the Barents Sea and East 
Siberian Sea (red box in Figure 2) in two experiments and in the Beaufort Gyre (black box in 
Figure 2) in the third experiments. The results are analyzed in Section 3.1.4. 

2.2. Atmospheric experiments and observations (FMI)  
To evaluate the radiosonde observation network, we compared operational analyses and 

12 h forecasts of the ECMWF atmospheric model, from times 00 UTC and 12 UTC, and radio-
sonde observations from the same hours. These radiosonde observations had been trans-
mitted to the GTS (Global Telecommunication System) network and stored in the Integrated 
Global Radiosonde (IGRA) archive. The study period was from January 2016 to September 
2018, except that a shorter period, from January 2016 to December 2017, was addressed 
applying trajectory analyses. The study region was the circumpolar Arctic north of 60°N. 
Analyses and forecast fields were interpolated to a 0.25 × 0.25 degree grid. In comparisons 
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with the sounding stations, the values of analyses and forecasts were averages of a 1 × 1 
degree box around each sounding station. 

2.2.1 Sounding data 
Radiosonde observations were taken from the IGRA archive, which is a comprehensive, 

freely available global dataset of quality-assured radiosonde observations (Durre et al. 
2006). Figure 4 shows the locations and the WMO number of the sounding stations north of 
60°N. The temporal coverage of the radiosonde observations was mostly sufficient, except 
at Egilsstadir (station 04089) in Iceland, where most of the soundings were missing, and at 
Coral Harbour (station 71915) in the Canadian archipelago, which did not report soundings 
after August 2017. Shorter breaks in sounding time series occurred at several stations. Fur-
thermore, at Ny Ålesund (station 01001) soundings were performed only at 12 UTC and at 
Luleå Kallax (station 02185) only at 00 UTC. Radiosonde types varied between the stations. 

 

 
 

Figure 4. Sounding stations located north of 60°N. 

 

2.2.2 ECMWF data assimilation 
When comparing the analyses, forecast, and observations, it is essential to understand 

the main principles of the ECMWF operational data assimilation system. The ECMWF fore-
casting system uses 4-D variational data assimilation to produce analyses. The operational 
data assimilation consists of two procedures: 1) 4-D variational data assimilation with a long 
(12 h) window, and 2) 4-D variational data assimilation with a short (6 h) window. The long-
window data assimilation provides initial conditions and background fields both for the next 
long-window data assimilation and for the next short-window assimilation, and is, thus, only 
used in assimilation procedures. The short-window assimilation, in turn, produces opera-
tional analyses which are used as the initial conditions for the actual forecast. These assimi-
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lation cycles are repeated twice a day. It is important to note that the operational forecasts 
are not background fields for the next analysis cycle and, thus, the difference between 12 h 
forecast valid for the analysis time and analysis is not the same as the analysis increment 
(which is defined as the difference between the analysis and the background field based on 
the long window data assimilation). Compared to 12 h forecast, the background field in-
cludes observations from a longer window and it also includes the impact of observations 
which have been delayed from the cut-off of the short-window assimilation. 

2.2.3 Trajectory analyses 
To identify the geographical areas where new sounding stations would potentially 

improve analyses, we analyzed backward air mass trajectories at each sounding station. Tra-
jectories were calculated 12 h (and 24 h) backwards from the locations of sounding stations 
to identify the air mass origin. Trajectory calculations were made using the Hysplit pro-
gramme (Stein et al. 2015), and meteorological conditions for Hysplit were taken from the 
ERA-Interim reanalysis. Trajectories for each sounding station were calculated approximately 
at 850 hPa level.  

Starting points of trajectories, i.e., points from where air mass had been advected to a 
sounding station, were organized into a regular grid. The resolution of this grid was 5° in the 
meridional direction. In the zonal direction, the resolution was 10° in the areas south of 65N, 
but it gradually decreased towards the pole to keep the area covered by a grid cell nearly 
constant. A single grid cell might contain starting points of trajectories ending up to several 
sounding stations. When statistics related to the starting points were calculated, the differ-
ence (between a forecast and a sounding) at the sounding station (where the air mass ended 
up) was identified and placed to the grid point of the air mass origin. From these values, av-
erages and other statistics for a certain air mass origin could be calculated.  

The trajectories revealed how different air mass origins affected differences between 
the soundings and the 12 h forecasts for the sounding stations. The method used is based on  
assumptions that errors in the forecast are, at least partly, being advected to the sounding 
station along the air mass, and errors in short forecast are more related to errors in initial 
conditions than in model physics The hypothesis is that large differences between soundings 
and forecasts occur when the air mass is advected from an area where differences between 
soundings and initial conditions of forecasts are large. 

2.2.4 SOM analyses 
We further investigated how differences between soundings and forecasts vary related 

to synoptic-scale circulation patterns. The motivation for this stems from previous studies, 
which have indicated that the impacts of radiosonde observations on model performance 
are flow-dependent (e.g., Inoue et al. 2015). To investigate the connections to synoptic-scale 
atmospheric circulation patterns, we applied the Self-Organized Map (SOM) method. The 
SOM method has been developed by Kohonen (2001), and it can be characterized as a non-
linear mapping of a high-dimensional input data onto a two-dimensional array of references 
vectors, i.e., nodes. Using the SOM method, we generalized the atmospheric circulation pat-
terns at each time step to a small number of states. The SOM method was applied to the 
mean sea-level pressure fields of ECMWF operational analyses and as a result, a 4 × 5 arrays 
(20 nodes) of characteristic atmospheric circulation patterns was obtained. Statistics on dif-
ferences between forecasts and radiosonde observations could then be calculated and ana-
lyzed for each atmospheric circulation regime separately. 
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2.3. Evaluating the pan-Arctic atmospheric greenhouse gas monitoring network 
(MPG) 

To determine whether the existing atmospheric tall tower network collects sufficient in-
formation to reliably quantify carbon exchange processes within a chosen target region, we 
conducted an integrated footprint analyses for the entire monitoring network in the region, 
covering the entire annual course to also account for seasonal variability of the atmospheric 
transport processes. 

Atmospheric transport was computed using the setup presented in Henderson et al. 
(2015). This model is based on the 'Stochastic Time-Inverted Lagrangian Transport model 
STILT (Michalak et al., 2004) coupled to the mesoscale model WRF (Skamarock et al., 2008) 
driven by MERRA reanalyses (Rienecker et al., 2011). The domain setup (Figure 5) followed a 
3-way nesting structure with 41 vertical levels introduced by Henderson et al. (2015), with 
horizontal grid resolutions ranging from 3.3 km in the innermost domain focusing on Alaska 
to 30 km for the full domain. For each observation, trajectories of 500 particles were com-
puted backwards in time over a period 15 days. Simulations cover the period July 2014 to 
December 2015, with daily particle release times restricted to the early afternoon (2-4 pm 
local time), i.e., focusing on times when the probability for well-mixed boundary layer condi-
tions is highest. The surface influence of a particle was calculated as the time spent in the 
lower half of the atmospheric boundary layer. From these back-trajectories, which were 
provided by John Henderson (AER), the surface influence based on all particles ("footprint") 
was calculated. 

 

 
Figure 5. Structure of the 3-way nested domains used for the atmospheric transport modeling, with 
background colors indicating elevation above sea level [m]. The full domain has a horizontal resolution 
of 30 km, the 2nd domain (big green box) uses 10 km, while the innermost domain (small green box) 
has 3.3 km grid spacing. (left) Alaska domain (Figure taken from Henderson et al., 2015) used for the 
Alaskan and East Siberian sites (AMB, CHS), and (right) Canadian domain used for the remaining sites 
(John Henderson, personal communication). 

Selection criteria for monitoring sites to be included into this network evaluation study 
were that (i) the site provides continuous observations (i.e., year-round measurements at 
averaging intervals of 30-60 minutes) of well-calibrated atmospheric greenhouse gas mixing 
ratios, and (ii) the site is located north of 50°N. A threshold that far south of the Arctic was 
selected since on the one hand sites in the boreal zone are important to define and/or eval-
uate the boundary conditions for Arctic domains, and on the other hand, their footprints 
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often extend far into the Arctic domain. The latter constraint was loosened once for Fraser-
dale (located at 49.9°N), which filled an important gap in Eastern Canada. Conducting a sur-
vey among site PIs and online data repositories, we identified a total of 29 observation sites 
that fulfilled these criteria, with details on site locations given in Table 2 and Figure 6. Site 
distribution can be split into four major domains: 
• Alaska: This domain features only two towers with continuous measurements, but one 

of them (Barrow) provides one of the longest data records in the Arctic (since 1971). 
• Canada: All nine sites included herein for the Canadian domain belong to a regional net-

work operated by Environment Canada (network PI: Douglas Worthy). While most of 
these sites were established about a decade ago (2009-2014), the longest running tower 
(Alert) features a 32-year observational record. 

• European Arctic: Within this domain, we picked six sites that provide the most relevant 
data for Arctic monitoring, either because of location (high latitude) or the length of the 
data record. Site operators include, e.g., the Finnish Meteorological Institute (FMI), the 
Norwegian Institute for Air Research (NILU) or the ICOS network. For this domain, in 
principle more sites would be available, but they are located quite close to the ones se-
lected here, and thus would not add much information at pan-Arctic scales. 

• Russia: The 12 Russian sites can be split into two clusters, one focusing on central West 
Siberia, the other stretching along the Arctic Ocean coast. The western cluster (JR-
Network) is operated mainly by the Japanese National Institute for Environmental Stud-
ies (NIES) in collaboration with Russian colleagues, while the other sites have different 
operators, including the Russian Arctic and Antarctic Research Institute (AARI), FMI, and 
the German Max Planck Society. One of the Russian sites (DIK) has only been established 
recently in summer 2018. 
 

 

Figure 6. Locations of the 29 atmospheric monitoring towers that form the pan-Arctic observation net-
work analyzed within this study. Site selection was restricted to infrastructure >50°N (plus Fraserdale, 
at 49.9°N) that provided continuous records of atmospheric greenhouse gas mixing ratios within the 
target study period (map: GoogleEarth). 
 

More detailed information on all of the included measurement sites is provided 
through an online mapping tool that MPI-BGC developed, together with international col-
leagues, as an INTAROS service to the Arctic research community (https://mpi-bgc-
ipas.shinyapps.io/Arctic-GHG-tool/). Where available, this tool provides direct links to the 
online repositories where data can be accessed. The map also covers other observational 

https://mpi-bgc-ipas.shinyapps.io/Arctic-GHG-tool/
https://mpi-bgc-ipas.shinyapps.io/Arctic-GHG-tool/
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networks and atmospheric monitoring stations that do not fulfill the search requirements for 
the presented study (e.g., flask sites that provide discontinuous measurements). 

 
Table 2: List of the 29 atmospheric monitoring towers that form the pan-Arctic observation network 
analyzed within this study. 

 

 
To improve result interpretation and visualization, cumulative footprint results were 

aggregated to ecoregion level for some of the plots shown in Section 3.3 below. Separation 
of the model domain into these ecoregions followed the assignment of marine ecoregions of 
the world (MEOW, Spalding et al., 2007) and the largest terrestrial ecoregions of the world 
(TEOW, Olson, et al., 2001). A combined version of both maps, aggregated to 32 km resolu-
tion, is shown in Figure 7 below. 
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Figure 7. Combined map of marine and terrestrial ecoregions, aggregated to 32 km grids, within the 
core area of the pan-Arctic study domain. 

3. Results 

3.1. Evaluation of the ocean observing system (UHAM) 

3.1.1 Statistics of Sea Surface Height and Bottom Pressure 
Figure 8 shows two stations observations for the year 2005: the tide station Ny-Ålesund 

in Svalbard and Mooring B1 in 3824 m of water in the Beaufort Gyre. As the top panel 
shows, the tidal signals in Ny-Ålesund are much larger than the residual signals while it is 
comparable to the residual signal in Mooring B1. The de-tided signal, the IB effect, and two 
model simulations are shown in the middle panel. In the tide station Ny-Ålesund, the de-
tided signal is dominated by the IB effect. Removing the IB effect reduced the variability sig-
nificantly and compared better with the model simulations. However, the observed variabil-
ity is still larger by 25% than the model simulations (Figure 8). As for Mooring B1 (Figure 8e), 
the IB effect shows much larger variability than the bottom pressure perturbation, and there 
seems to be no relation between them. It is likely that in deep water regions the IB effect is 
compensated by the sea-level anomaly as several studies have assumed (e.g., Calafat et al., 
2013; Proshutinsky et al., 2007; Wunsch & Stammer, 1997). Therefore, we did not remove 
the IB effect from the three bottom pressure records. Similar to the tide gauge at Ny-
Ålesund, the bottom pressure perturbations still show larger variability than the model simu-
lation. There exists a high-frequency variability with a timescale of several days. As the bot-
tom panels show, the model simulations and the observations show significant coherence in 
a broad spectral band, ranging from a couple of days to the seasonal cycle, although there 
are some low coherence spikes, especially in Mooring B1 observations. 
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Figure 8. (a) Ny-Ålesund tide station observations and de-tided signal. (b) de-tided signal, invert barom-
eter (IB) effect, the de-tided data with IB effect removed, and corresponding sea level signal simulated 
in ATL12 and ATL24. (c) The coherence of ATL12 and ATL24 simulated sea level with de-tided SLA with-
out IB effect. The black dashed line indicates the 95% significance level. Panels (d)-(f) are the same as 
panels (a)-(c) except that they are based on the mooring B1 bottom pressure station.  

The Taylor diagram (Taylor, 2001) is used to summarizing the statistics (correlation and 
normalized standard deviation) of the model simulations, compared with the tide gauge ob-
servations and bottom pressure records. For high-frequency variability, as Figure 9a shows, 
there is a tendency that higher resolution simulation leads to both higher variability and 
higher correlation. However, the models can only simulate comparable high-frequency vari-
ability in Prudhoe Bay (T1) and Alert (T6). For the other stations, the model-simulated varia-
bility is smaller by 25-50%, compared to the observed variability. Fig. 9b displays statistics 
for the monthly data. In the Norwegian and Barents Seas, the models perform better than in 
the other regions, with ATL24 overwhelming the other simulations. In the East Siberian Sea, 
ATL24 simulates comparable variability with the observed variability, while its correlation is 
smaller than the other three simulations. In Svalbard, Laptev and Kara Seas, the four model 
simulations perform similarly, with the variability being smaller than the observed variability 
by 30-60%.  
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Figure 9. Taylor diagrams of the model simulations for the high frequency (left) and monthly (right) 
data. Comparing monthly observations with the model simulations is achieved based on six different 
geographical locations (see the legend in the right panel). 

 
It is not clear what causes the different performance of model simulations in different 

marginal seas. However, by comparing sea surface height spectra from the model simula-
tions and altimeter data, Biri et al. (2016) find that the higher resolution model (ATL24) per-
forms better in reproducing the observed spectra at high frequencies and wavenumbers, 
especially in strong variability regions, such as in boundary currents. The presented results 
seem to confirm the conclusion, since there are strong coastal currents in the Norwegian, 
Barents and East Siberian Seas (Calafat et al., 2013). Figure 10 shows the seasonal climatolo-
gy and interannual variability of the tide gauge and model simulations over the Norwegian 
Sea (a,b), the Barents Sea (c,d), the Kara and Laptev Seas (e,f), and the East Siberian Sea 
(g,h). In the Norwegian and the Barents Seas, the model simulations match well the tide 
gauge observations in both the seasonal and interannual variability. Large sea level anoma-
lies occurring between the 1980s and 1990s are significant in both the observations and the 
model simulations. However, the observed tide gauge data in the Kara, Laptev, and East Si-
berian Seas show double peaks in the seasonal cycle, which the models seem unable to sim-
ulate. Only ATL24 seems to simulate double peaks in the East Siberian Sea, but with a one-
month delay. As for the interannual variability, as Figure 10 (panels f and h) show, tide gauge 
observations have more considerable variability than all model simulations. Before the 
1980s, the tide gauge data shows decadal variability and the model simulations follow the 
observations although the variability is small. Several factors may contribute to the discrep-
ancy, such as river run-off and ice melting. Since we use virtual salt fluxes, the effects of 
these processes on the mass change of the sea water cannot be simulated in the model.  
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Figure 10. The mean seasonal cycle of tide gauges and model simulations averaged over the Norwegian 
Sea (a), the Barents Sea (c), the Kara and Laptev Seas (e), and the East Siberian Sea (g). The respective 
12-month running averaged data is shown in (b), (d), (f) and (h).  

3.1.2 Sea level variability 
Figure 11 shows sea surface height variability for different frequency bands. In the Arctic 

Ocean, sea surface height shows significant variability in the marginal seas, the Alaskan 
coast, the Beaufort Gyre, and near the Lomonosov Ridge, where the Atlantic water spills into 
the Canadian basin. In the Norwegian Atlantic Current (NwAC), East Greenland Current 
(EGC), and West Greenland Current (WGC), sea surface height also shows significant variabil-
ity. In the deep region around the North Pole, sea surface height has a root mean square 
variability around 3 cm.  

Variability in the marginal seas is mainly at the high-frequency band (<10 months). 
NwAC, EGC, and WGC also show high variability for 2-10 months. The seasonal signal is also 
significant near in marginal seas, along with the coasts of the Norwegian Sea, the Barents 
Sea, and Greenland. At timescales 2-8 years (Figure 11e), considerable variability is found in 
the East Siberian Sea and along the NwAC. On decadal timescales, significant variability ex-
ists in the Greenland Sea, Norwegian Sea, Eurasian Basin and Canadian Basin (Figure 11f). In 
the deep-water region around the North Pole, the sea surface height shows both high- and 
low-frequency variability. Patterns of sea surface height variability from the other three 
model simulations are similar to Figure 11, but their amplitude is slightly different (not 
shown here).  
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Figure 11. Root mean square variability of sea surface height in ATL12 for different frequency bands: 
total (a), <1 month (b), 2-10 months (c), annual (d), 2-8 years (e) and >8 years (f). 
 

3.1.3 Relation of sea level variability to mass and steric contributions 
As Equations. (1)-(3) show, sea surface height variability reflects changes in temperature, 

salinity, mass, and atmospheric pressure. We saw in Section 3.1.1 that the contribution of 
atmospheric loading could be enormous in some shallow regions. However, the model simu-
lations do not include atmospheric loading, and therefore we mainly concentrate on the 
other two processes. 

To identify the source of sea level variability depending on the source of sea water, we 
split the Arctic Ocean into three layers following Aagaard et al. (1985): the Arctic freshwater, 
the Arctic Atlantic layer and the bottom. We use the potential density anomaly of σ0=27.00 
kg m-3 to separate the upper layer (Arctic Water) and the intermediate layer (Atlantic Wa-
ter), and the potential density anomaly of σ1=32.74 kg m-3 to separate the intermediate lay-
er from the bottom layer. 

Figure 12a displays a slice of mean temperature across the Arctic Ocean with the two 
potential density isolines overlaid. They reasonably separate the Arctic Ocean into the three 
layers considering the temperature structure. Figure 12 (panels b and c) show the depth of 
those interfaces. The upper layer water exists in the entire Arctic Ocean and is thicker in the 
Canadian Basin than in the Eurasian Basin since freshwater is accumulated in the Canadian 
Basin due to Ekman pumping. The upper layer water is also transported around Greenland 
by the EGC and flows through the Canadian Arctic Archipelago. Throughout this study, we 
use the terminology “middle layer” or “intermediate layer” to represent the Atlantic water 
layer, although it is near the surface outside the Arctic Ocean. As Figure 12c shows, the At-
lantic water sinks beneath the Arctic water layer after entering the Arctic Ocean through the 
Fram Strait. Some outflow west of the Fram Strait is also visible. 
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Figure 12. (a) Slice of mean temperature across the Arctic Ocean. The two solid red lines are the 0°C 
isotherm. The upper dashed red line corresponds to σ0=27.00 kg m-3 and the bottom dashed red line to 
σ1=32.74 kg m-3. (b) and (c) are the depth of the interfaces between the upper and intermediate, and 
the intermediate and bottom layers, respectively. 

 
a. High-Frequency variability 

Based on an ocean circulation model simulation, Vinogradova et al. (2007) showed that 
the ocean bottom pressure anomaly is barotropic at timescales shorter than seasonal. Figure 
13c shows the transfer function of the sea surface height and bottom pressure for shallow-
water (solid black line) and deep-water (solid blue line) regions. In the shallow water regions, 
bottom pressure and sea surface height are identical for timescales < 100 days. With increas-
ing timescale, the sea surface height and bottom pressure become gradually out of phase, as 
the black dashed line shows. The deep-water regions show a similar pattern, but compared 
with the coastal areas, the transfer function is small, and the phase change starts at small 
timescales. Figure 13 (panels a and b) show the spatial pattern of the transfer functions for 
timescales < 1 month and 2-10 months. Except for the NwAC, EGC, WGC, and Alaskan 
Coastal Current region, sea surface height variability is identical to mass component variabil-
ity for both the shallow water and deep-water regions at timescale <1 month. At timescales 
of 2-10 months, mass component variability reflects sea surface height variability only in 
marginal seas, which indicates that barotropic processes dominate there. In the deep-water 
regions and strong current regions, the value of transfer function decreases, which suggests 
that contributions of steric height anomaly increase.  

The mass component can be measured by bottom pressure observations. Considering 
the coherence between the mass component and sea surface height anomaly, we can use 
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bottom pressure observations, tide gauge data, and GRACE observations to monitor high-
frequency sea surface height variability in the marginal seas and complement the altimetry 
system.  

 

 
Figure 13. The transfer function of sea surface height and bottom pressure for timescales <1 month (a) 
and 2-10 months (b). (c) The transfer function for shallow water regions with depth <=100 m (solid 
black line), and for deep water regions with depth>100 m (solid blue line). The corresponding dashed 
lines represent the phase. The 95 % significance level for coherence is 0.38. 

 
b. Annual cycle 

Based on altimeter and GRACE data, Armitage et al. (2016) showed that sea level in the 
Arctic has a significant seasonal cycle, which is mainly dominated by steric effects. In this 
part, we will investigate the relation between the annual cycle of sea surface height and 
those of the bottom pressure contribution, halosteric effect, and thermosteric effect. The 
contribution of each layer (see Figure 12) to sea level variability is further investigated. The 
knowledge gained will be used to find locations for deploying observational systems and for 
deciding parameters to be observed.  

For the annual cycle of sea surface height, significant variability exists along the coast. 
The high variability also crosses the 500 m isobath (Figure 14d). As Figure 14 (panels a and b) 
shows, both the bottom pressure and steric effect account for the sea surface height varia-
bility. Bottom pressure variability is significant along the coast, while significant steric height 
variability spreads to the deep-water regions, and along the NwAC, propagating into the 
Barents Sea. In the Arctic Ocean, halosteric effects account for the steric height variability 
(Figure 14h), especially from the upper layer (Figure 14i). In the Nordic Seas and south part 
of the Barents Sea, thermosteric effects dominate the variability, especially in the middle 
layer. Other layers (Figure 14, panels d, f, k) show a little contribution to the variability.  
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Figure 14. Root mean square variability of the annual cycle of mass component (a), steric sea surface 
height (b), thermosteric effect (c), and halosteric effect (h). Panels d-f and i-k are thermo/halosteric 
height variability components from the upper, the intermediate, and the bottom layers. 
 

 
Figure 15. Annual freshwater budget: Liquid freshwater content (thick black line), solid freshwater con-
tent (blue line), accumulated salt flux over time and over the entire Arctic (red line, including ice melt-
ing, evaporation minus precipitation, runoff and nudging term), accumulated transport through all 
straits (dashed black line) over time. 

 
Halosteric component accounts for a significant fraction of seasonal sea level variability 

in the Arctic, which related to upper layer salinity variability. In Figure 15, we show the an-
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nual climatological freshwater budget. The liquid freshwater variability (black line) is mainly 
caused ice melting or freeze (blue line). Cumulative surface salt flux (red line) including river 
runoff, evaporation minus precipitation, nudging term, and ice changes are similar to the 
solid freshwater changes, which indicate that formation and melting of ice dominate the 
liquid freshwater changes. The effect of transport through the main straits is also minor. 
Therefore, ice observation or salinity observations, especially in the upper layer, may help to 
monitor the seasonal sea level variability. Bottom pressure observations may also comple-
ment altimetry systemin the coastal regions. Temperature observations are essential along 
the NwAC and near the Barents Sea Opening. 

 
c. Interannual Variability 

On interannual timescales, the East Siberian Sea, NwAC, and EGC regions show variabil-
ity ranging from 3 cm to 5 cm. The Kara Sea shows variability around 2 cm and seems to 
connect with a 2 cm variability in the Eurasian and Canadian Basins, which may reflect path-
ways of river run-off from the Eurasian Basin to the Canadian Basin (Morison et al., 2012). 

 

 
Figure 16. Same as Figure 14 but for interannual timescales (2-8 years). 

 
In the coastal regions, especially of the East Siberian Sea, bottom pressure reflects the 

sea surface height variability (Figure 16a). Steric height is vital in the Eurasian and Canadian 
Basins and along the NwAC, WGC, and EGC regions. The Chukchi Sea also shows a steric 
height variability of 2 cm, which is related to Pacific water inflow through the Bering Strait. 
Contributions from the thermosteric and halosteric effects at each layer are displayed in 
Figure 16 (panels c and k). Thermosteric effect dominates along the NwAC, EGC, and WGC 
(Figure 16c), mainly in the middle layer (Figure 16e). The footprint of Atlantic water circulat-
ing the Eurasian and Canadian Basins is also visible (Figure 16e), although its contribution to 
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steric height variability is small (<0.8 cm). Halosteric effects dominate sea level variability in 
the deep-water locations of the Arctic Ocean (Figure 16h). In the upper layer, the halosteric 
effect is essential in the deep-water area near the East Siberian Sea and the Alaskan coast 
(Figure 16i). The halosteric effect in the middle layer shows a variability of 2.5 cm (Figure 16j) 
in the region near the Fram Strait, which likely reflects the shifting of the Atlantic Water and 
Arctic Water front. The Atlantic water footprint in the Arctic Ocean is more pronounced than 
that in Figure 16e, especially near the Alaskan Coast, where eddy-induced mixing transports 
freshwater downward to the middle layer (Spall, 2013).  

On interannual timescales, sea surface height variability reflects mass component 
changes, which can be monitored by bottom pressure observations. Equipments that ob-
serving bottom pressure in the coastal region, especially in the East Siberian Sea, may help 
to improve the altimetry system. Salinity observations near the East Siberian section and 
Alaskan section are required. Halosteric effects are also visible in the Chukchi Sea and near 
Fram Strait. Thermosteric effects still dominate along the NwAC, EGC, and WGC. The foot-
print of Atlantic Water in the Arctic Ocean is shown both on halosteric and thermosteric ef-
fects in the middle layer. However, it is relatively small compared with halosteric effect in 
the upper layer. 

 
d. Decadal Variability  

The Arctic Ocean shows considerable decadal variability on freshwater content driven by 
large-scale wind (Proshutinsky & Johnson, 1997). Altimeter data is used to estimate freshwa-
ter content (Armitage et al., 2016; Giles et al., 2012), which points out the importance of 
salinity on monitoring decadal variability. On decadal timescales, the Arctic sea level shows a 
variability of 2~5 cm in the Beaufort Gyre, the East Siberian Sea and Eurasian Basin. The 
Greenland and Norwegian Seas also have a variability of 5 cm.  

 

 



 
Deliverable 2.12  

 

Version 2.0 Date: 03 December 2018  page 28 

Figure 17. Same as Figure 14 but for decadal timescales (>8 years). 
 
For the bottom pressure variability, as Figure 17a shows, the East Siberian Sea shows a 

variability of 1.5 cm. The Nansen and Makarov Basins show considerably more variability 
than the Canadian Basin. Steric height variability explains the high sea surface height varia-
bility in the Beaufort Gyre, the Eurasian Basin, the Norwegian Sea, and the Greenland Sea 
(Figure 17b). Decadal sea surface variability in the Norwegian and Greenland Seas is domi-
nated by the thermosteric effect (Figure 17c), especially in the middle layer (Figure 17e). 
Halosteric variability dominates the Beaufort Gyre and Eurasian Basin (Figure 17h). The halo-
steric effect in the upper layer reflects freshwater changes in the Beaufort Gyre (Figure 17i). 
North of the Kara Sea, the upper layer halosteric height has a variability of 2 cm along the 
500 m isobath. In the middle layer, halosteric effects on decadal timescales are more signifi-
cant than those on other timescales (Figure 14j, and Figure 16j). The Arctic water interacts 
with Atlantic water near Fram Strait, which reduces the salinity of the Atlantic Water. Then it 
sinks beneath the upper layer and propagates along the 500 m isobaths in the Nansen Basin. 
Between the boundary of the Makarov and Canadian Basins, the halosteric height shows a 
considerable variability of 2 cm. It is not clear what causes this variability, and further studies 
are needed. 

On decadal timescales, freshwater content variability dominates the Arctic Ocean, which 
can be monitored through sea surface height variability. In the Arctic Ocean, salinity is ob-
served based on shipborne instruments (e.g., CTD) or moorings with limited spatial resolu-
tion. The results indicate that only observing the upper layer is not enough. Figure 17j shows 
that the Atlantic Water layer should also be observed. The relation between the decadal 
variability of sea surface height and the halosteric height also suggests one way of estimat-
ing freshwater content through assimilating altimeter data. To what extent freshwater con-
tent can be reconstructed by assimilating altimeter data will be investigated in the next 
stage with data assimilation experiment. 

3.1.4 Existing observational system and gaps revealed by adjoint sensitivity 
 

a. Altimeter observations and gaps 
At timescales smaller than 30 days, sea level shows significant variability (Figure 11) in 

the coastal regions, which is related to bottom pressure (Figure 13). The significant variabil-
ity may be related to local wind stress curl, and may also be propagated from upstream re-
gions. Here, we use two adjoint simulation to demonstrate the causes. 

Figure 18a shows the mean vertically-averaged velocity in the Barents Sea over 15 days. 
Two inflows from the North Atlantic are visible: one is along the Norwegian coast through 
the Norwegian Coastal Current, and one is separated from the Norwegian Atlantic Current. 
Part of the Norwegian Atlantic Current branch goes to the St. Anna trough following the to-
pography, and the other branch seems to join the Norwegian Coastal Current and goes to St. 
Anna Trough along Novaya Zenlya island. 
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Figure 18. (a) Vertically-averaged velocity over the integration period. (b) The sensitivity of target J with 
respect to sea level (shade) and wind stress (vector) averaged over 15 days. The black box in panel b 
indicates the average region for J. The sensitivity is scaled by 1×105. 

 
Figure 18b shows time-averaged sensitivities for sea level and wind stress with respect 

to the mean sea level in the black box region. The sensitivities give the optimal perturbation 
pattern that influences the target. For instance, if we put sea level perturbation with an 
amplitude of 1 and with the pattern as shown in Figure 18b, the mean sea level over the red 
box region will increase by a value of 1 after the 15th day. The value of the sensitivity repre-
sents the contribution of each point to the target function. The averaged sensitivity in Figure 
18b indicates that mean sea level in the target region is sensitive to sea level perturbations 
along the Norwegian Coast and the center of the Barents Sea. The sensitivity pattern match-
es the mean flow, indicating that sea level perturbation can be propagated to the target re-
gion through circulation. The wind stress sensitivity pattern and the sea level sensitivity pat-
tern seems to follow the Ekman dynamic: within the most region of Figure 18b, an anticy-
clonic wind-stress pattern leads to convergence of water, which increases sea levels, and the 
sea level variability is then propagated downstream following the mean circulation.  

Figure 19 shows vertically-averaged velocity (a) and mean sensitivities (b) over 15 days 
for the experiment in the East Siberian Sea. The velocity in the East Siberian Sea is influenced 
by the Bering Strait inflow and along coast current from the Laptev Sea. The sensitivity map 
in Figure 19b reveals that the wind stress curl lead to the high-frequency sea level variability 
in the target region. Changes of wind stress curl in the East Siberian Sea, the Laptev Sea, and 
the Kara Sea lead to sea level anomaly through Ekman dynamics, and then the sea level 
anomaly propagates to the target region. 

In the two experiments above, we show that the high-frequency variability is related to 
Ekman dynamics, and the sea level anomaly can propagate following the current. The sensi-
tivity analysis shown above is based on a 15-day simulation starting January 01, 2001. For a 
different season with a different circulation pattern, the sensitivities may indicate a different 
optimal pattern. For instance, considerable sensitivity may occur in the Bering Strait region 
in summer time in Figure 19. However, the Ekman dynamic may still dominate the sea level 
variability.  
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Figure 19. (a) Vertically-averaged velocity over the integration period. (b) The sensitivity of target J with 
respect to sea level (shade) and wind stress (vector) averaged over the integration period. The black 
box in panel b indicates the average region. The sensitivity is scaled by 1×105. 

 
In the Beaufort Gyre, sea level changes are related to salinity change on the decadal 

time scale (Figure 17). Figure 20 shows 𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕⁄  [10-6 psu-1] averaged over the first two years 
for the upper layer and the middle layer. The mean sea level is sensitive to salinity within the 
Beaufort Gyre in the upper layer (Figure 20a). The sensitivity indicates that reducing the sa-
linity increases the sea surface height two years later. The vectors in Figure 15a shows the 
sensitivity of mean sea levels to wind stress curl. Increase of the anticyclonic wind stress 
pattern leads to convergence of the freshwater, which reduces density and increases the sea 
level. In the middle layer (Figure 20b), 𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕⁄  is smaller than in the upper layer. The salinity 
sensitivity pattern expands to the Makarov Basin, and is connected with the Laptev Sea, Kara 
Sea, and the Barents the Sea, which indicates that the freshwater may be transported to the 
Canada Basin from the marginal seas through circulation.  

 
Figure 20. Sensitivity (shade) of mean sea level over the Beaufort Gyre with respect to salinity [10-6 
m⋅psu-1] in the upper layer (a) and the middle layer (b). The vectors are sensitivity with respect to wind 
stress. The sensitivities are averaged over the first two years.  
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To monitoring the high frequency variability, the along-track altimeter observations 
may provide valuable information. However, sea level observations in the large area of the 
Arctic are not retrieved from the satellite altimeter because processing the satellite radar 
altimeter breaks down in the presence of sea ice. As more altimeter satellites are launched, 
coverage of altimeter data can be improved, especially in the marginal seas. However, the 
observing frequency will not change (Figure 3). Since sea level and bottom pressure are co-
herent at timescale smaller than 30 days, bottom pressure observation systems and tide 
gauges may be used to complement the existing altimeter system. At seasonal timescale, sea 
surface height variability reflects mass both mass transports changes and salinity changes 
related to ice melting and freezing. Ice observations and bottom pressure observation may 
complement the altimetry system for monitoring the seasonal variability. In the Beaufort 
Gyre, sea surface height variability is related to salinity changes caused by wind stress 
anomaly. Extracting sea surface height from the satellite by using specialized processing al-
gorithms (Armitage et al., 2016) may improve our observing capability in the Beaufort Gyre. 

 
b. The mooring system 

Temperature and salinity anomalies affect the heat and freshwater transport mainly 
through two aspects: 1) the anomalies are advected to downstream regions by the mean 
circulation, and 2) the anomalies change the density and therefore the circulation through 
the thermal-wind relationship. Hence, directly analyzing the sensitivity of the heat transport 
and freshwater transport with respect to temperature and salinity can be complicated. Fol-
lowing Marotzke et al. (1999), we decompose the sensitivities of Jh and Jf to dynamic sensi-
tivity and kinematic sensitivity. The kinematic sensitivities are given by:  
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where the dynamic parts are the last term on the right-hand side of the equations with neg-
ative signs, α and β are the thermal and haline expansion coefficients. The sensitivity of 
heat/freshwater transport to temperature/salinity is separated to two parts: the kinematic 
part (left hand in equations 10 and 11) reflects the sensitivity to temperature/salinity that is 
advected by the circulation, and the dynamic part represents the sensitivity to tempera-
ture/salinity that changes density. Via thermal wind relation, the dynamic sensitivity indi-
cates circulation changes caused by temperature/salinity changes. 

Figure 21a shows the sensitivity of freshwater transport with respect to salinity in the 
upper layer. Sensitivity to salinity is positive north of the Fram Strait, which indicates that a 
positive salinity anomaly there will increase northward freshwater transport or reduce 
southward freshwater transport. Since the mean velocity is southward (Figure 12b), increas-
ing salinity there will reduce the southward freshwater transport, assuming salinity anoma-
lies are advected to the Fram Strait. However, the kinematic sensitivity in Figure 21c indi-
cates that advection of negative salinity anomalies to the Fram Strait can increase northward 
freshwater transport or reduce southward freshwater transport. The explanation for this 
contradiction is that: positive salinity perturbation (Figure 21a) leads to positive density 
anomaly (dynamic part, Figure 21b) which flatten and deepen the isopycnal; the southward 
current is reduced (Figure 21b) which reduces southward freshwater transport. Due to the 
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deepen isopycnal, fresher water near the surface is transported to this region through along 
isopycnal motions (Figure 21c). Therefore, freshwater transport observed by moorings in the 
Fram Strait mainly reflects changes of circulation. Sensitivities of freshwater transport with 
respect to salinity (Figure 21d), dynamic part (Figure 21e), and kinematic part (Figure 21f) in 
the middle layer are much smaller than those in the upper layer. 

 

 
Figure 21. The sensitivity of freshwater transport observed by the moorings system [m3/(s×psu×m)] 
with respect to (a) salinity, (b) dynamic part, and (c) kinematic part in the upper layer. (d)-(f) is the 
same as (a)-(c) but in the middle layer. The sensitivities are divided by layer thickness. 

 
Overall, the freshwater transport observed by the mooring observing system mainly 

monitors the dynamic changes in the Arctic Ocean. The Fram Strait system monitors changes 
in large part of the Nansen Basin. Moorings M1 and M2 can monitor dynamic changes fol-
lowing the circulation pattern. The four moorings in the Beaufort Gyre monitor local chang-
es. Impact of the Davis Strait system is also limited in the Baffin Bay. Since the Bering Strait is 
near the model boundary, and the mean current is from the Pacific Ocean to the Arctic 
Ocean, the adjoint sensitivity that provides upstream information probably fails to recover 
the sensitivity. The effect of the Bering Strait on the model state will be evaluated through 
data assimilation in the next stage. 

Sensitivities of the heat transport with respect to temperature, dynamic part, and kin-
ematic part are shown in Figure 22. In the upper layer, large 𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕⁄  (Figure 22a) exist north 
of the Fram Strait, near Spitsbergen, north of the Laptev Sea, and in the Baffin Bay. This sen-
sitivity is mainly caused by the kinematic part (Figure 22c). In the middle layer, large 𝜕𝜕𝜕𝜕 𝜕𝜕𝜕𝜕⁄  
exist along the Norwegian Atlantic Current, the Norwegian Coastal current, and following 
the main pathway of the Arctic Atlantic water. The sensitivities in the Baffin Bay and the 
Beaufort Gyre system are also considerable, although they are located near the mooring 
location. Along the Norwegian Atlantic Current, the Atlantic inflow through the Fram strait 
and trough of Franz Josef land, and Baffin Bthe ay, kinematic part dominates the sensitivity 
while dynamic part tends to compensate the kinematic effects. In the Beaufort Gyre, the 
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dynamic sensitivity dominates and kinematic part has no effect. In the Norwegian Coast Cur-
rent, both the dynamic and kinematic parts show positive sensitivities, indicating that heat 
transport through the Barents Sea Opening can be increased by both advection of positive 
temperature anomaly upstream and velocity changes caused by positive density perturba-
tions. 

 

 
Figure 22. The sensitivity of heat transport observed by the moorings system [m3/(s×psu×m)] with 
respect to (a) temperature, (b) dynamic part, and (c) kinematic part in the upper layer. (d)-(f) is the 
same as (a)-(c) but in the middle layer. The sensitivities are divided by layer thickness, and therefore 
unit [m] appears in the denominator of the sensitivity unit. 
 

The heat transport observed by the Fram Strait system, the Barents system, M1, and 
M2 depicts the pathways of the Atlantic inflow in the Norwegian Sea, in the Nansen Basin 
before its separate into two branches: one goes to the Makarov Basin, and the other one 
recirculates in the Nansen Basin. Sensitivity patterns in the Baffin Bay indicate the important 
role of the west Greenland Current and the Baffin Island Current. The Beaufort Gyre sensitiv-
ity is dominated by dynamic component and located near the moorings which indicate that 
dynamic process (changes of circulation related to density changes) dominates in this region. 
Observing changes of temperature and salinity are essential in the Beaufort Gyre. 

3.2  Evaluation of the atmosphere observing system (FMI) 

3.2.1 Differences between analyses and forecasts 
Effects of radiosonde observations on operational analyses were identified by comparing 

analyses, and 12 h forecasts valid at the analysis time. The differences between forecasts 
and analyses show the impact of observations in the analysis fields. However, the impact of 
radiosonde observations only cannot be distinguished in this kind of analysis as all the assim-
ilated observations influence the analysis. Locations, where observations contribute to a 
large difference between the forecast and analysis, are those where the existing observa-
tions are particularly valuable for numerical weather prediction models, whereas locations 
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with a large difference between the forecast and analysis but no in-situ observations nearby 
suggest locations where new in-situ observations may be valuable. 

 

 

 
Figure 23. Root-mean-square-difference between analyses and forecasts (RMSD-FA) in 850 hPa-level 
temperature in January 2016–September 2018 (seasons: winter (DJF), spring (MAM), summer (JJA) and 
autumn (SON)). 

 
The difference between 12 h forecasts and analyses shows that the largest differences 

occur nearby the sounding stations. Figure 23 shows the Root-Mean-Square difference be-
tween 12 h forecasts and analyses (RMSD-FA) in 850 hPa temperature. The signal of many of 
the sounding stations is visible in Figure 23 as a larger RMSD-FA  than in the surrounding 
areas (compare to Figure 4). The same kind of pattern also occurred on other pressure levels 
(1000hPa, 925hPa, 700hPa, 500hPa). The small geographical radius of the RMSD-FA maxima 
suggests that many soundings had a significant contribution to the analysis, but their direct 
impact was limited to a relatively small area. The results suggest that the density of the 
sounding station network may have impacts on the accuracy of resulting analyses. In the 
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Arctic Ocean in winter, a large area with a relatively large value of RMSD-FA is seen, which is 
presumably related to the assimilation of satellite data.  

RMSD-FA averaged over the whole Arctic (Table 3) was only 0.1 K smaller at 850 hPa 
level than RMSD-FA averaged for the locations of the sounding stations (Table 4). Some indi-
vidual stations, especially in the North Atlantic, had large RMSD-FA and proved to be very 
valuable for numerical weather prediction. Nearby Jan Mayen (station 01001) the annual 
mean RMSD-FA was 0.9 K, which was almost twice as large as the average for the whole Arc-
tic. 

Seasonal variability in RMSD-FA was seen in many regions in the Arctic (Figure 23). For 
example, in Siberia, the RMSD-FA was generally largest in summer, and relatively small in 
autumn and spring. On the other hand, RMSD-FA was large during all seasons in the North 
Atlantic. The average RMSD-FA was largest near the surface and decreased upwards (Table 3 
and Table 4). 

 
Table 3. Average RMSD in temperature [K] between analyses and forecasts (RMSD-FA) in the area north 
of 60°N.  

Level (hPa) DJF MAM JJA SON 
1000 0.58 0.50 0.50 0.47 
925 0.57 0.51 0.58 0.50 
850 0.49 0.42 0.48 0.45 
700 0.35 0.31 0.35 0.33 
500 0.31 0.27 0.30 0.29 

 
Table 4. Average RMSD in temperature [K] between analyses and forecasts (RMSD-FA) at the sounding 
stations 

Level (hPa) DJF MAM JJA SON 
1000 0.74 0.65 0.71 0.56 
925 0.68 0.61 0.71 0.58 
850 0.61 0.53 0.60 0.57 
700 0.43 0.40 0.45 0.42 
500 0.38 0.35 0.37 0.36 

 

3.2.2 Differences between soundings and forecasts 
We compared 12 h forecasts with radiosonde observations to identify regions where 

the forecasts have the largest deviation from the observations. Although significant differ-
ences typically suggest lower accuracy of forecasts, it is important to note that they may also 
be, at least partly, due to notable errors in the observations. The root-mean-square-
difference between 12 h forecasts and radiosonde observations (RMSD-FO) was approxi-
mately twice as large as RMSD-FA. Furthermore, the geographical distributions of RMSD-FA 
and RMSD-FO were not similar (Figure 23 and Figure 24). Accordingly, differences between 
forecasts and analyses did not always correspond to differences between forecasts and ra-
diosonde observations. Figure 24 shows that the largest RMSD-FO occurred in Siberia and 
the smallest in the Northern Europe and Alaska. This suggests that forecasts and/or radio-
sonde observations were less accurate in Siberia than in the other areas. It is noteworthy 
that, due to the high surface elevation, the 850 hPa level in Siberia is closer to the surface 
than over the oceans or in the Northern Europe or Western Russia. As the RMSD-FO was 
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typically largest near the surface (Table 5), the high surface elevation may contribute to the 
large RMSD-FO at the 850 hPa level in Siberia. However, regional distribution of RMSD-FO at 
the 700 hPa and 500hPa levels was similar to distribution at the 850 hPa level, suggesting 
that the regional distribution of RMSD-FO at the 850 hPa level is related to real geographical 
variation of accuracy of soundings and/or forecasts.  

 

 
 

 
Figure 24. Seasonal root-mean-square-difference between soundings and forecasts (RMSD-FO) in 850 
hPa-level temperature [K] in January 2016–September 2018 (seasons: winter (DJF), spring (MAM), 
summer (JJA) and autumn (SON)). 
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Table 5. Average RMSD in temperature [K] between soundings and forecasts (RMSD-FO) at the sound-
ing stations 

Level (hPa) DJF MAM JJA SON 
1000 3.32 2.71 1.90 2.00 
925 2.15 1.48 1.35 1.41 
850 1.41 1.10 1.11 1.20 
700 0.98 0.88 0.91 0.97 
500 0.97 0.85 0.87 0.90 

 

3.2.3 Weight of soundings 
The weight of the soundings in the analyses was investigated by comparing RMSD be-

tween 1) analyses and forecasts (RMSD-FA), 2) radiosonde observations and forecasts 
(RMSD-FO), and 3) radiosonde observations and analyses (RMSD-AO) (Table 6). Where 
RMSD-FA was large but RMSD-AO was relatively small, the radiosonde observations can be 
seen as very important for the quality of analysis. On the other hand, in regions where 
RMSD-AO was large, the weight of observations was small in the assimilation and analysis. 
RMSD-AO might also be large due to a large uncertainty of these particular observations. 

RMSD-AO (0.94 K) averaged over all the stations in the Arctic was 77 percent of RMSD-
FO (1.22 K). However, average RMSD-FA was only 0.58 K. This means that, on the average, 
the assimilation has brought the analyses closer to the observations but, on average, anal-
yses were still closer to forecasts than observations. Only at the stations in Northern Europe 
and at the Barrow station in Alaska (which is a station included in the Global Climate Observ-
ing System (GCOS) Reference Upper-Air Network (GRUAN)), the RMSD-AO is smaller than 
RMSD-FA. This indicates that, at these stations, the analyses were in good agreement with 
soundings. As RMSD-FA in the Northern Europe was even larger than the pan-Arctic average, 
the weight of soundings in the analyses was large in Northern Europe.  

The weight given to soundings in the analysis was typically inversely related to RMSD-
FO. This was seen as RMSD-FO and RMSD-AO being related to each other so that RMSD-FO 
was large where RMSD-AO was large. However, at Jan Mayen (station 01001), Barrow (sta-
tion 70026), and Bear Island (station 01028), the RMSD-FO was large, but soundings also had 
a large impact on analyses, i.e., RMSE-AO was small. These findings suggest that these sta-
tions were critical for the quality of analysis. 

In Figure 25, the scatter of instantaneous values of radiosonde observations minus 
forecasts (inst_O-F) is shown as a function of instantaneous values of analyses minus fore-
casts (inst_A-F) for four observation stations. The distance from the diagonal line is propor-
tional to the difference between analyses and radiosonde observations. If the points are 
close to the diagonal line, the analysis is close to radiosonde observations, and it suggests a 
large weight of these soundings in the analysis. If the dots are, in turn, largely deviated from 
the diagonal line, the weight given to those radiosonde observations in the assimilation is 
small. The scatter had remarkable variations between the observation stations, and the four 
stations shown in Figure 25 represent different types of scatter seen at the stations. 

Figure 25a (Jan Mayen, station 01001) represents a station in which the RMSD-FA was 
large, but RMSD-AO was relatively small. The smallest RMSD-AO was, however, found in 
Luleå Kallax (station 02185) (Figure 25b). Stations for which RMSD-AO was small were 
typically located in the North Atlantic, Northern Europe or Alaska. Figure 25c (Cambridge 
Bay, station 71925) represents a scatter that is typical for most of the stations in Canada and 
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Western Russia. Figure 25d (station Zyryanka, 25400) shows a large scatter typical for East 
Siberian stations. 

 
Table 6. RMSD in 850 hPa Temperature [K] between analyses and forecasts (RMSD-FA), between sound-
ings and forecasts (RMSD-FO) and between soundings and analyses (RMSD-AO) 
 

Region Station 
RMSD  
Analysis – Forecast 
(RMSD-FA) 

RMSD  
Soundings – Forecast 
(RMSD-FO) 

RMSD  
Soundings – Analysis 
(RMSD-AO) 

Alaska 70200 0.63 1.03 0.67 
70133 0.55 1.08 0.81 
70219 0.56 0.91 0.61 
70026 0.70 1.03 0.55 
70231 0.48 0.94 0.76 
70273 0.49 0.81 0.61 
70261 0.52 1.00 0.79 

Canada 71964 0.59 1.44 1.14 
71957 0.55 1.03 0.77 
71043 0.54 1.27 1.08 
71934 0.63 1.24 0.97 
71925 0.70 1.23 0.79 
71926 0.66 1.15 0.74 
71924 0.63 1.38 1.06 
71917 0.43 1.10 0.91 
71915 0.53 1.08 0.75 
71081 0.56 1.19 0.86 
71909 0.52 1.19 0.93 
71082 0.51 1.26 1.05 

Greenland 04220 0.67 1.01 0.69 
04270 0.61 1.11 0.93 
04417    
04360 0.57 0.96 0.75 
04339 0.78 1.27 0.93 
04320 0.73 1.18 0.79 

North  
Atlantic 

04018 0.55 0.85 0.60 
04089 0.46 1.16 1.01 
01001 0.90 1.27 0.74 
06011 0.60 1.30 1.11 
03005 0.58 0.81 0.55 
01004 0.66 1.18 0.76 
01028 0.76 0.94 0.55 

Northern 
Europe  

01241 0.55 0.77 0.57 
01010 0.59 0.82 0.54 
02365 0.64 0.86 0.53 
02185 0.58 0.75 0.44 
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02963 0.64 0.78 0.46 
02836 0.70 0.83 0.47 

Western 
Russia 

22217 0.50 0.97 0.79 
22113 0.53 0.97 0.75 
22820 0.57 1.00 0.78 
22522 0.55 1.03 0.76 
22845 0.53 1.02 0.77 
22543 0.54 1.15 0.91 
22271 0.52 1.10 0.85 
23802 0.58 1.06 0.76 
20744 0.51 1.25 1.00 
23205 0.55 1.11 0.82 
23415 0.56 1.14 0.84 
20046 0.63 1.51 1.23 

Central 
Siberia 

23921 0.54 1.25 0.97 
23330 0.53 1.21 0.93 
23933 0.55 1.25 1.10 
23955 0.58 1.25 1.00 
20674 0.56 1.30 1.03 
23472 0.58 1.25 0.93 
23078 0.52 1.33 1.07 
23884 0.58 1.11 0.79 
24507 0.56 1.69 1.40 
24908 0.56 1.07 0.76 
20292 0.60 1.54 1.28 
24125 0.59 1.53 1.24 
24726 0.60 1.59 1.33 

Eastern 
Siberia 

24944 0.58 1.19 0.84 
24641 0.54 1.36 1.12 
24343 0.51 1.54 1.35 
21824 0.53 1.42 1.21 
24959 0.53 1.16 0.90 
24266 0.50 1.85 1.65 
21432 0.63 1.33 1.03 
24688 0.65 3.57 3.29 
21946 0.58 1.39 1.05 
25400 0.53 1.64 1.42 
25703 0.59 1.47 1.15 
25428 0.53 1.78 1.53 
25123 0.55 1.79 1.56 

 
In the areas where radiosonde observations were close to forecasts, the radiosonde ob-

servations had a presumably larger weight in the analysis, but also satellite data assimilation 
may have contributed to this. Alternatively, in these areas the short forecasts were very ac-
curate, which kept the difference between the forecasts and radiosonde observations small. 
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In some cases, the analysis was actually further away from a radiosonde observation than 
the forecast valid at the analysis time, indicating the influence of other observational data 
(e.g., satellites) in the assimilation process and analysis.  

It can be concluded that the spatial variability in the weights of radiosonde observa-
tions in these analyses was large. It is, however, difficult to point out whether this variability 
arises from differences in the quality of radiosonde observations or different levels of utiliza-
tion of radiosonde observations in the assimilation process. A key finding is that the variabil-
ity in weights of radiosonde observations in the analysis seems to have a much larger impact 
on the quality of forecasts than the density of the sounding network. 

 

 
 
Figure 25. Scatter of instantaneous values of radiosonde observations minus forecasts (inst_O-F) as a 
function of instantaneous values of analyses minus forecasts (inst_A-F) in 850 hPa-level temperature 
for four observation stations: (a) Jan Mayen (station 01001), (b) Luleå-Kallax (station 02185), (c) Cam-
bridge Bay (station 71925), and (d) Zyryanka (station 25400). 
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3.2.4 Effects of air-mass origin 
The influence of air mass origin was analysed by calculating the difference between the 

forecast and ,sounding and associating each value with the starting point of the 12 h back-
ward trajectory that ended up to the sounding station. This is hereafter called the difference 
associated with the trajectory starting point (DSP). Typically, at a single grid box there were 
starting points of trajectories ending up at several sounding stations. Figure 26a shows the 
spatial distribution of grid box RMS values of DSP between soundings and forecasts. Results 
were also very similar for 24 h backward trajectories (not shown). Spatial distribution of grid 
box RMS values of DSP between soundings and forecasts reflected the spatial distribution of 
RMSD between soundings and forecast at sounding station (Figure 26b). This was an ex-
pected result, as we noticed that the starting points of 12 h trajectories were typically not 
very far from soundings station, generally less than 800 km from the sounding stations. 
 

 
 
Figure 26. (a) The RMS value of differences in 850 hPa temperature between soundings and forecasts. 
The RMSD value is plotted for the starting points of 12 h backward trajectories ending at some of the 76 
Arctic radiosonde stations. Only grid boxes which contain more than 100 trajectory starting points were 
plotted. (b) RMSD in 850 hPa level temperature between soundings and forecast at the sounding sta-
tions. 
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Figure 27. The RMS value of differences in 850 hPa-level temperature between soundings and forecasts. 
The RMSD value is plotted for starting points of 12 h backward trajectories ending at Orland (01241), 
Andoya (01010), Sundsvall Harnosand (02365), Luleå Kallax (02185), Sodankylä (02836), and Jokioinen 
(02963) sounding stations. The location of each sounding station is marked by a black dot. Only grid 
boxes which contain more than ten trajectory starting points are plotted. 
 

Figure 27 presents grid box RMS values of DSP. When sounding stations were studied 
separately, the deviation of grid box RMS values of DSP between soundings and forecasts 
were large in the same grid box, when the air mass ended up in a different sounding station. 
This suggests that circulation patterns which affected the trajectories also affected the dif-
ferences between soundings and forecasts. The exception to this is the central Arctic Ocean 
where the grid box RMS values of DSP between soundings and forecast indicate larger 
differences when trajectories starting points were in the central Arctic Ocean than on conti-
nents or near them. This seemed to be the case in five of the six sounding stations surround-
ing the Arctic Ocean (Figure 28). 
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Figure 28. The RMS value of differences in 850 hPa-level temperature between soundings and forecasts. 
The RMSD value is plotted for starting points of 12 h backward trajectories ending Barrow (70026), 
Alert (71082), Ny Ålesund (01004), Polargmo Im. E.T. Krenkelja (20046), Gmo Im. E.K. Fedorova (20292), 
Ostrov Kotel’nyj (21432) sounding stations. The location of each sounding station is marked by a black 
dot. Only grid boxes which contain more than ten trajectory starting points are plotted. 

 
Analyses of grid box RMS values of DSP between soundings and forecasts did not show 

that air mass origin had a large systematic effect on differences between soundings and 
forecasts. Instead, the station-to-station variations in the results suggest that it is not possi-
ble to robustly identify spatial gaps of sounding network without analyses of flow patterns. 

3.2.5 Effects of synoptic-scale circulation patterns 
Effects of synoptic-scale circulation patterns on the differences between forecasts and 

soundings were examined by categorizing atmospheric sea-level circulation patterns using 
the SOM method. A 4 × 5 arrays (20 nodes) of characteristic atmospheric circulation pat-
terns was obtained. The results demonstrated seasonal differences: nodes 1–12, character-
ized by large pressure gradients, mostly represented circulation regimes occurring in winter 
(October–April) whereas nodes 13–20, characterized by a relatively weak pressure gradients, 
represented circulation regimes occurring in summer (May–September). 

In winter, the variation in RSMD-FO between circulation regimes (i.e., the SOM nodes) 
was noteworthy, and relationships between the geographical distribution of RMSD-FO and 
the circulation regimes could be identified. However, among the nodes common in summer 
the geographical variations in RMSD-FO were less systematic, and RMSD-FO was generally 
smaller in summer than in winter. 
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Figure 29. RMSD-FO in 850 hPa-level temperature and average mean sea-level pressure in four charac-
teristic circulation regimes (i.e., SOM nodes) in winter. 

 
Figure 29 shows four distinctive and characteristic circulation regimes (SOM nodes) for 

winter and geographical distribution of RMSD-FO in them. For example, in Northern Europe 
in winter, the 850 hPa air temperature (T850) differences between forecasts and soundings 
were larger than average when and where the mean sea-level pressure was high (1020-1030 
hPa in Figure 29 b and d, compared to 990-1010 hPa in Figure 29 a and c. However, the rela-
tionships between mean sea-level pressure and T850 varied between geographical locations. 
Thus, a certain kind of synoptic conditions did not affect RMSD-FO in a similar manner eve-
rywhere. Hence, the impacts of synoptic-scale conditions cannot be much generalized.  
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Differences in RMSD-FO between the SOM nodes were in the same order of magnitude 
with the differences between air-mass origins. This supports the conclusion that the effects 
of spatial gaps in the sounding network remarkably varied related to synoptic-scale circula-
tion patterns. 

3.3  Evaluation of the pan-Arctic atmospheric greenhouse gas monitoring net-
work (MPG) 

3.3.1. Single site footprint coverage: an example of the Ambarchik monitoring site 
To demonstrate the spatial dimension of the field of view, or footprint, covered by a sin-

gle atmospheric mixing ratio monitoring site, in this chapter we present the results for Am-
barchik as an example for large-scale data coverage in the Arctic domain. The shading in Fig-
ure 30 highlights which level of information on greenhouse gas exchange processes can be 
retrieved within each area, based on the time series of mixing ratio observations, aggregated 
at eco-region scale (top panels) and 32 km grid resolution (bottom panels). In all panels, 
darker bluish colors indicate areas with high information content. These areas stretch over 
thousands of km2, covering larger areas of the Arctic Ocean as well as Eastern and Central 
Siberia.  

 

 
Figure 30. Example of a cumulative annual footprint function for a single observation site, Ambarchik 
(black cross). (top) Footprint function integrated at ecoregion scale (dark blue: high influence); (bottom) 
Footprint functions at pixel resolution (logarithmic scale, with purple and blue showing high influence). 

 
Particularly the bottom panels of Figure 30 demonstrate the high temporal variability of 

the domains covered by the footprint, which is influenced by the shifts in atmospheric 
transport patterns that can yield very different fields of view both at short (daily) and longer 
(seasonal) timescales. The oceanic domain of the East Siberian Shelf that is situated just 
north of the observation site receives continuous footprint coverage throughout the year, 
but even here the extent of the dark blue core footprint areas varies strongly across seasons. 
For the terrestrial regions south of Ambarchik, this seasonal shift in wind climatology indi-
cates that the prevalence of northern winds during spring and summer yields only marginal 
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information for the northwestern (spring) and central (summer) Siberian domains during 
these seasons. 

The patterns outlined above are also reflected in the ecoregion-scale footprints, which 
are shown in the top panels of Figure 30. Here, all grid pixels that fall within a specific ecore-
gion are aggregated to a single sum, based on the assumption that environmental conditions 
within domains are fairly homogeneous so that data covering one part of them is also repre-
sentative for the other sections. The ecoregion situated just north of Ambarchik, the East 
Siberian Sea, is covered by a high integrated footprint function, summed up across multiple 
towers throughout the year. In contrast, all terrestrial ecoregions show a strong seasonality 
in signal strength, and particularly during summer, the information yield is comparatively 
low even when summed up over larger areas. At the same time, the continuous coverage of 
the deep Arctic Ocean, even though at a low absolute level, demonstrates that also frequent 
coverage in the far field of individual footprints can lead to a decent information gain for 
larger domains. 

3.3.2. Network footprint coverage: Seasonality of pan-Arctic footprints 
As demonstrated for the single site evaluation shown above, also the spatial and tem-

poral distribution of the information retrieved by the pan-Arctic network is dependent on 
site locations and prevailing atmospheric transport patterns. In this section, we present sev-
eral aspects of the network coverage by plotting the footprint in different formats. One issue 
that complicates the evaluation is that absolute metrics of information content are rather 
abstract in this context, and the preferred (since more intuitive) format is to plot relative 
changes in data coverage within the target domain. The major objective here is, therefore, 
to follow a qualitative approach to highlight regions with limited data coverage within the 
pan-Arctic study domain. 

Figure 31 shows the spatial patterns in relative footprint coverage at pixel scale across 
the Arctic, and how these patterns change over the seasons. As to be expected, the cumula-
tive footprint functions focus strongly on the tower locations and their immediate surround-
ings (a logarithmic scale is used). Not surprisingly, it becomes obvious that high data cover-
age can mostly be achieved for regions that contain site clusters (e.g., Western Siberia, 
Scandinavia). At the same time, however, also the central Arctic Ocean as a rather remote 
domain shows an elevated relative influence since the far-field footprints of multiple towers 
frequently overlap here. Regions that stick out with rather limited data coverage throughout 
the year are the Russian Far East, most parts of Alaska, and the Eastern Canadian Provinces.  

The highly resolved patterns shown in Figure 31 are well suited to demonstrate the sea-
sonal variability in data coverage within the pan-Arctic network. The most obvious shifts 
between seasons, e.g., seen over Central Siberia or Western Russia with high information 
content in winter and limited coverage in summer, can be linked to seasonal shifts in prevail-
ing wind directions. However, also the general mixing patterns within the atmosphere plays 
a role in this context. As noted in Section 2.3, the footprint is calculated as the residence 
time of simulated particles within the lower half of the atmospheric boundary layer. With 
more efficient convective mixing taking place in the warmer seasons, a higher fraction of 
particles gets vented into higher atmospheric levels, and therefore does not contribute to 
the footprints anymore. This effect can, e.g., be seen within the Canadian monitoring net-
work, where the relative footprint contributions are high in most of the Western Provinces 
in the cold seasons, but a strong focus on tower locations exists during summer. 
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Figure 31. Extension of the gridded footprint functions (resolution: 100 km), accumulated for the entire 
pan-Arctic observation network of 29 sites. All values have been plotted on a logarithmic scale, with 
warm colors indicating areas where high information content could be retrieved by the atmospheric 
observations. 

To better differentiate between regions with high and low footprint information content, 
respectively, Figure 32 shows the cumulative influence of the network coverage, binned into 
categories of 25 percent. For example, the first category (25 %) encompasses the pixels with 
the highest relative influence, which when summed up contribute one quarter to the total 
signal retrieved at the network of towers. The next shading level in Figure 32 indicates the 
area that is responsible for another 25 percent of the total signal, and so on. This version of 
plotting the network footprint further emphasizes the major findings indicated in Figure 31: 
• The area that is responsible for the largest portion (75 %) of the retrieved signal concen-

trates on regions that contain tower clusters, i.e., Western Siberia, Scandinavia, Western 
Canada, and the Arctic coastlines. 

• Due to overlapping footprints from multiple tower locations, the Arctic Ocean contrib-
utes substantially to the total footprint function. 

• There is a seasonal shift in relative weights between the Arctic Ocean and terrestrial do-
mains, with the latter receiving a higher cumulative influence during winter. 

• Limited data coverage is indicated for Eastern Canada, Far Eastern Siberia, and Western 
Alaska. Western Russia and Central Siberia display pronounced seasonal shifts in cover-
age, with lower values in summer. 
Signal aggregation to ecoregion scale can be used to evaluate the information content 

within the network footprint for combinations of different biome types and climate zones. 
As mentioned above, this strategy builds on the concept that conditions within each as-
signed ecoregion are largely homogeneous, so that footprints that only cover parts of a re-
gion will also provide information on all other parts outside the tower field of view. Figure 33 
shows the relative influence (linear scale) of marine and terrestrial ecoregions (see also Fig-
ure 7) within the pan-Arctic study domain. These patterns clearly deviate from those shown 
in Figure 31 and Figure 32 above, since here also the size of the ecoregions plays a role. As a 
consequence, the deep Arctic Ocean clearly gets the highest cumulative footprint coverage, 
and the information content for most other regions appears relatively low, since all values 
were normalized with the maximum value across panels. Due to the size of the Atlantic 
Ocean deep water region, also this domain sticks out with a high relative information con-
tent, even though it does not contain any of the high-information areas when plotting foot-
prints at pixel scale. 
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Figure 32. Gridded network footprint functions, aggregated into bins of equal information content. For 
example, 25% of the information retrieved by the towers comes from the areas shaded in the darkest 
red, which mark the high-information regions usually clustered around the tower locations.  

 

 
Figure 33. Relative information content of the aggregated network footprint at ecoregion scale. Based 
on a linear scale, dark colors indicate regions with relative high information content, while lighter colors 
show diminishing impact for the signals retrieved at the tower locations. 

 

 
Figure 34. Same as Figure 33, only with remote ocean regions (grey shading) removed from the linear color 
scale that indicates relative importance of a region to the total information retrieved by the towers. 

Since the dominance of the large deep ocean ecoregions in Figure 33 does not allow for 
a meaningful interpretation of pan-Arctic footprint information content, in a modified ver-
sion of this ecoregion scale map (Figure 34) we masked out the deep ocean (grey areas). 
Normalized against a new reference, these patterns now largely confirm the general findings 
derived based on Figure 31 and Figure 32 above. Differences mostly concern the Russian 
domain, where the dense coverage by the Western Siberian cluster of sites (situated in the 
West Siberian Taiga) also projects into the neighboring East Siberian Taiga and Scandinavian 
and Russian Taiga, therefore seemingly extending the areas with high information content. 
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4. Summary of the identified gaps and recommendations 

4.1. The ocean observing system (UHAM) 
In the Arctic Ocean, the high-frequency (<30days) sea level variability is significant (order 

of 10 cm) in the marginal seas. Ekman dynamics dominate the high-frequency variability: 
wind stress anomaly leads to convergence (divergence) of sea water and therefore increase 
(decrease) of sea levels. The adjoint sensitivity in Figure 18 and Figure 19 reveals that 
upstream sea level anomaly can propagate to downstream. Depending on space and time 
scales of the relevant variability in the Arctic Ocean, several observing components are es-
sential. 

1) The satellite altimeter system is a critical system to monitor the high-frequency vari-
ability. With current satellite altimeter systems (Sentinel-3B, CFOsat, and Swot, Fig-
ure 3 c,d), a large area in the marginal Seas can be observed every 1-2 days in the 
summer time, which can be useful for monitoring the high-frequency variability. 
However, in the winter time, most of the area can be observed only every 5-10 days, 
leading to large observing gaps. As Figure 3 shows, the coverage of the satellite al-
timeter improves with an increased number of satellites, but the observing frequency 
does not improve, especially in winter time. The observing gaps are mainly caused by 
the presence of sea ice, where retrieving algorithms break down. Since sea level vari-
ability is coherent with bottom pressure variability over the entire Arctic Ocean, 
equipment that measures bottom pressure such as tide gauges or moorings in the 
ocean bottom may complement the satellite altimeter system.  
High-frequency oscillations also matter in the in- and outflow of the Arctic, e.g., the 
Fram or Davis Straights. Transport monitoring systems in those dynamical boundary 
areas capturing the transport without eddy aliasing will be an additional essential in-
gredient for the high-frequency monitoring (see below).  

2) The seasonal sea level is related to changes in freshwater and mass related compo-
nents (bottom pressure). Changes in liquid freshwater content are mainly related to 
ice melting and formation. Therefore, sea ice observing systems may help to monitor 
the seasonal variability. Bottom pressure observations from tide gauges and GRACE 
can be used to monitor the mass related variability. 

3) Decadal sea level variability in the Arctic Ocean is most significant in the Beaufort 
Gyre. It is due to freshwater content changes. Based on a sensitivity analysis (Figure 
20), we see that the sea level is sensitive to local salt concentrations within the upper 
layer. Salinity anomalies may also come from the marginal seas around the Eurasian 
Basin which indicates the potential effect of observing salinity there on monitoring 
the Beaufort Gyre variability.  
On decadal timescales, it is important to have a sufficient hydrographic observing 
component capable of capturing temperature and salinity changes over the entire 
Arctic Ocean from the surface to the bottom. Also, new algorithms (Armitage et al., 
2016) that can recover sea level from sea ice covered areas may help to improve cur-
rent satellite altimeter systems and to improve the ability of monitoring the Beaufort 
Gyre. 

4) At last, we also analyzed the sensitivity of freshwater and heat transport observed by 
mooring systems with respect to model parameters. The Fram Strait mooring system 
is essential for monitoring the inflow of the Norwegian Atlantic Current, and outflow 
from the Arctic to the Atlantic. The Barents Sea Opening is essential for monitoring 
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inflow of the Norwegian Atlantic Current and the Norwegian Coastal Current to the 
Barents Sea. The two moorings north of the Laptev Sea are also crutial for monitoring 
the variability of the Atlantic inflow through the trough of Franz Josef Land, and cir-
culation changes nearby. The Davis Strait mooring system mainly observes changes in 
the Baffin Bay. The four moorings in the Beaufort Gyre only provide sensitivities near 
the moorings. Effects of the Bering Strait mooring are not revealed since the adjoint 
sensitivity provide upstream information which is near the model boundary for the 
Bering Strait mooring system. 

4.2. The atmosphere observing system (FMI) 
The results of this investigation suggest that the density of radiosonde observation net-

work is not the most critical factor for the quality of T850 forecast. The largest differences 
between forecasts and radiosonde observations were not directly found in data-sparse re-
gions. Instead, the largest differences between forecasts and soundings typically occurred in 
Siberia, where the density of the measurements is not particularly low (Figure 4), but the 
observation quality seems to be a challenge. Furthermore, in the Atlantic Ocean, the differ-
ences between radiosonde observations and forecasts were relatively small even though the 
radiosonde observation network is sparse.  

The results pointed out that stations on small islands in the middle of the Atlantic Ocean 
(Jan Mayen and Bear Island) have a remarkable impact on the analysis, and that they are 
critical for the quality of analysis. The impact of radiosonde observations varied between 
geographical locations. Only at the stations in Northern Europe and at the Barrow station, 
the difference between analyses and radiosonde observations was smaller than the differ-
ence between forecasts and analyses. The spatial distribution of RMSD-FO (Root-mean-
square difference between forecasts and radiosonde observations) was closely related to 
the impact of soundings in the analyses, which cause the largest geographical variations in 
RMSD-FO. The regional differences are probably related to the quality of radiosonde obser-
vations, as different radiosonde types are used in different regions of the Arctic. 

In addition, synoptic-scale circulation patterns affected RMSD-FO, and made identifica-
tion of spatial gaps in radiosonde sounding network challenging. Large RMSD-FO was not 
systematically found in conditions when the air mass originated from regions with no radio-
sonde observations available. Therefore, we could not directly specify locations where the 
establishment of new sounding stations would inevitably improve quality of analysis and 
forecasts. However, the central Arctic Ocean and the Northern North-Atlantic would proba-
bly benefit most from new sounding stations. 

Efforts to verify the quality of radiosonde observations, especially in Russia, and homog-
enizing the quality of radiosonde observations would presumably be very beneficial for the 
quality of T850 forecasts in the Arctic and sub-Arctic. In addition, current data assimilation 
systems are probably not adequate to optimally exploit the information from the existing 
observational network, as has already been pointed out by Jung et al. (2016). 

The final interpretation of our results should be coordinated with the interpretation of 
results of data-denial experiments carried out above all in the context of the Year of Polar 
Prediction (YOPP). These approaches complement each other. Via data denial experiments 
we can better attribute the impact of individual observations, groups of observations and 
various types of observations. However, data-denial experiments require extensive compu-
tational resources, and can typically only address shorter periods, e.g., in YOPP they focus on 
two months in winter 2018 and three months in summer 2018, which may not be long 
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enough to be entirely representative. The approach we have applied here allows much 
longer study periods (here 33 months) making it more representative. 

4.3. The GHG fluxes observing system (MPG) 
We identified an existing network of 29 pan-Arctic atmospheric monitoring sites that 

provides continuous, well-calibrated observations on atmospheric greenhouse gas mixing 
ratios. Since each tower has a field of view that covers several thousands of km2, and this 
‘footprint’ shifts over time with atmospheric transport and mixing conditions, we employed 
atmospheric transport modeling to determine the spatio-temporal variability of the inte-
grated network footprint function. Results were shown separated by major seasons, and at 
two different spatial aggregation levels (pixel and ecoregion scale). 

Our analyses revealed that basic information for conducting atmospheric inversion stud-
ies to quantify surface-atmosphere greenhouse gas exchange processes is available for most 
regions in Canada, Europe, and Western Russia. This is particularly the case when assuming 
that carbon exchange processes are homogeneous on the ecoregion scale, which mostly in 
Russia extends the network coverage substantially into formerly poorly sampled areas. Also, 
the Arctic Ocean receives good overall footprint coverage, even though this region is rather 
remote, and contains no observational infrastructure itself; however, due to overlapping 
footprints from the large number of sites situated at or close to the Arctic coastline, the 
summed-up far-field contributions from individual sites yield a high relative information con-
tent. Major regions showing persistently limited coverage include the Russian Far East, 
Western Alaska, and the Eastern Canadian Provinces. Areas where footprint coverage gaps 
additionally exist seasonally include parts of Western Russia and Central Siberia. Accordingly, 
investments in additional observational infrastructure in any of these areas would be the 
most efficient approach to increase the overall coverage of the pan-Arctic atmospheric net-
work for greenhouse gases. 
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